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Abstract 

Structural and Climatic Effects of Large-Scale Basaltic Magmatism:  

Constraints and Insights from Geodynamic Models 

Xiaochuan Tian 

 This thesis concerns the causes and consequences of magma emplacement in the Earth’s 

lithosphere during the formation of Large Igneous Provinces (LIPs) and continental rifts. 

Motivated by geological, geophysical, geochemical and paleoclimate data, I formulate 

geodynamic models to address the following questions: (1) How were the massive volumes of 

subaerially erupted lava, described in multi-channel seismic data as seaward-dipping reflectors 

(SDRs), formed and what can SDRs tell us about the rifting processes? (2) What thermal and 

rheological conditions are required to produce the contrast in topography of the two youngest 

LIPs: namely that the Columbia Plateau sits ~0.7 km lower than the surrounding region while the 

Ethiopian Plateau is ~1.5 km higher than its surroundings? (3) Why does significant global 

warming occur a few hundred-thousand years prior to the main phase of eruptions of the 

Columbia River Basalts and the Deccan Traps? The major results of my thesis are: (1) The first 

two-dimensional thermo-mechanical treatment of SDR formation shows how the lithosphere 

thickness affects the deformation in response to magmatic loads during volcanic margin 

formation. I provide a quantitative mapping between the shape of SDRs and the strength of the 

lithosphere and this mapping reveals weak continental margin lithosphere during the initial 

continental breakup.  (2) Cold and strong crust results in slow lower crustal flow and a persistent 

high plateau like the Ethiopian Plateau. In contrast, a combination of three things can produce a 

low plateau like the Columbia Plateau. First, hot and weak lower crust that flows fast in response 

to topographic and magmatic loads.  Second, a significant fraction of the magma intruded in the 



 
 

crust freezes onto and becomes part of the strong upper crust.  Finally, the bulk of the intrusions 

occur before the main phase of extrusion to explain the geometry of the Columbia River Basalt 

lava flows. (3) I argue that the major eruptions of continental flood basalts may require 

densification of the crust by intrusion of larger volumes of magma than are extruded.  Simple 

models show that magma crystallization and release of CO2 from such intrusions could produce 

global warming before the main phase of flood basalt eruptions on the observed timescale 
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Preface  

Large igneous provinces (LIPs) form when voluminous magma (~106 km3) is emplaced 

as crustal intrusions and lava flows within a relatively short time (<~1 Myrs) 1,2. Their formation 

contributes to the initiation of continental rifting 3,4 and closely correlate with climatic excursions 

and mass extinctions 5–7. LIPs span the Earth’s Phanerozoic history and are of global significance 

8, shaping a great portion of the Earth’s surface topography and near-surface structures of nearly 

every continent and ocean by adding voluminous basaltic rocks either as flood basalt lava flows 

onto continental and oceanic regions or as mafic intrusions within the crust.  Examples of 

continental flood basalt provinces include the Siberian plateau in Central Asia, the Deccan 

plateau in South Asia, the Ethiopian plateau in Africa, and the Columbia plateau in North 

America. There are basaltic oceanic plateaus including the Ontong Java plateau in the Pacific 

Ocean, the Rio Grande Rise in the Atlantic Ocean or the Kerguelen Plateau in the Indian ocean.  

Many rifted continental margins associated with subaerial LIPs are characterized by buried, but 

subaerially emplaced, massive volcanic lava flows seismically imaged as seaward dipping 

reflectors (SDRs) 9.   

This thesis considers the tectonic and climatic effects of large-scale magma emplacement 

during the formation of LIPs using numerical geodynamic models. Chapter 1 investigates the 

causes of the structure of the subaerially emplaced “Seaward Dipping Reflector” packages that 

define volcanic rifted margins, which are possibly the most voluminous volcanic lava flows on 

the Earth. Chapter 2 studies how crustal magma intrusions and lower crustal flow affect the 

surface topography of continental LIPs. Inspired by insights gained from Chapter 2, Chapter 3 

addresses the recent surprising data that significant global warming occurred prior to the main 

phase flood basalt eruptions.  
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In Chapter 1, I look at the effects of lithospheric strength on subaerial emplacement of 

flood basalt lava during the transition from continental rifting to seafloor spreading. The research 

question is: how were the massive volume of subaerially erupted lava (observed in offshore 

multi-channel seismic data as seaward-dipping reflectors (SDRs)) formed and what can SDRs 

tell about the rifting processes? A series of analytic to numerical models are formulated to 

provide quantitative mapping between SDR geometries and lithospheric strength at rifted 

margins during rifting. This mapping sheds light on mechanics of rift-to-drift processes by 

revealing the strength of lithosphere during rifting that resists separation of the plates. This 

chapter has been published in Journal of Geophysical Research. 

In Chapter 2, I focus on effects of deeper crustal magma emplacement and try to address 

why the two most recent large igneous provinces, the Ethiopian and Columbian Plateaus, have 

contrasting topographies. A series of analytic and numerical models were formulated to simulate 

lower crustal flow as well as loading from sill intrusions during a LIP event. Model results 

indicate that the strong versus weak lower crusts may be responsible for the observed contrast. In 

addition, the model results also show that large-scale intrusion prior to flood basalt eruption may 

be responsible for the observed synchronicity of Columbia basin subsidence and Columbia River 

Basalt Group (CRBG) eruptions. This chapter is under preparation for submission to Journal of 

Geophysical Research. 

In Chapter 3, I study the climatic effects of large-scale crustal magma emplacements. The 

insights and results from Chapter 2 prepare me to address the recent surprising observation that 

significant global warming might have happened hundreds of thousands of years prior to the 

main phase of Deccan Traps and Columbia River Basalts eruptions. These observations are not 

consistent with the general hypothesis that massive LIP volcanism causes global climate change. 
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Inspired by the results of Chapter 2, I formulate simple models that can reconcile the seeming 

inconsistency. I argue that large-scale flood basalt eruption on continents may require 

replacement and densification of the crust by a volume of crustal magma intrusion that is larger 

than eruptions. Models show how it may take several hundred-thousand years from initial 

intrusion to eventual flood basalt eruptions.  The degassing of significant amounts of CO2 from 

solidifying crustal intrusions into the atmosphere could have led to significant global warming. 

As global warming becomes one of the most urgent problems of the 21st century, understanding 

the drivers of past climate changes can improve quantitative projections of the future effects of 

anthropogenic CO2. This chapter is under review at Nature Geoscience. 
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Chapter 1: Lithospheric Thickness of Volcanic Rifting Margins: 

Constraints from Seaward Dipping Reflectors* 

Seaward Dipping Reflectors (SDRs) are large piles of seaward-thickening volcanic wedges 

imaged seismically along most rifted continental margins. Despite their global ubiquity, it is still 

debated whether the primary cause of SDR formation is tectonic faulting or magmatic loading. 

To study how SDRs might form we developed the first two-dimensional thermo-mechanical 

model that can account for both tectonics and magmatism development of SDRs during rifting. 

We focus here on the magmatic loading mechanism and show that the shape of SDRs may 

provide unprecedented constraints on lithospheric strength at volcanic rifting margins.  For 

mapping SDRs geometries to lithospheric strength, a sequence of model lithospheric rheologies 

are treated, ranging from analytic thin elastic plates to numerical thick elasto-visco-plastic crust 

and mantle layers with temperature and stress dependent viscosity. We then analyzed multi-

channel seismic depth-converted images of SDRs from Vøring and Argentinian rifted margins in 

terms of geometric parameters that can be compared to our model results.  This results in 

estimates for the lithospheric thickness during rifting at the two margins of 3.4 and 5.7 km. The 

plate thickness correlates inversely with mantle potential temperature at these margins during 

rifting, as estimated by independent studies.  

 
 

 

 

* This Chapter has been published in the following paper:  
Tian, X., & Buck, W. R. (2019). Lithospheric thickness of volcanic rifting margins: Constraints from seaward 
dipping reflectors. Journal of Geophysical Research: Solid Earth, 124(4), 3254-3270. 
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1.1 Introduction 

Mounting evidence indicates that intensive volcanism occurs during most continental 

breakup events and before seafloor spreading (Buiter & Torsvik, 2014; Courtillot et al., 1999; 

Hinz, 1981; Kendall et al., 2005).   As voluminous as continental flood basalts, seaward dipping 

reflectors, or SDRs, are large igneous wedges emplaced at continent-ocean boundaries that are 

now buried under kilometers of post-rift sediments. They are seen in multi-channel seismic 

(MCS) reflection profiles as reflectors dipping seaward. Drilling indicates SDRs consist of thin 

layers of sediments interbedded within thicker layers of lava (Eldholm et al., 1995). SDR wedges 

generally feature down-dip thickening and their dip angle increases with depth (Jackson et al., 

2000; Mutter et al., 1982; Paton et al., 2017)(Figure 1).  

Globally SDRs appear to be several to tens of kilometers thick, up to hundreds of 

kilometers wide (across margin) and several thousand kilometers long (along 

margin)(McDermott et al., 2018). 

 Hinz, (1981) first presented a global compilation of MCS profiles with SDRs. Following 

him, many authors have reported observations of SDRs including along North Atlantic margins 

(e.g. Mutter et al., 1982; Planke & Eldholm, 1994), South Atlantic margins (e.g. Elliott et al., 

2009; Franke et al., 2010; Gladczenko et al., 1998), Indian margins (e.g. Calvès et al., 2011), 

Australian margins (e.g. Direen & Crawford, 2003)) and Antarctica margins (e.g. Kalberg & 

Gohl, 2014; Kristoffersen et al., 2014)). Tilted lava packages on Iceland (Bodvarsson & Walker, 

1964) and parts of the Deccan traps (Watts & Cox, 1989) are on-land SDRs analogues.  
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Figure 1: Multi-channel Seismic data of SDRs example off-shore Argentina at 55W, 35S (a 
and b from Paton et al., 2017). a. Un-interpreted pre-stack depth migrated data image. b. from 
a, but with sediment layers removed and the SDRs surface flattened. Each SDR wedge is 
colored. c. marked version of panel b. 𝑿𝒇 is 31 km and is the horizontal distance between the 
tip of the flat SDR and tip of the SDR that has the largest dip angle of 26 degree. The SDR 
wedges are 5.5 km thick. 

There are two very different hypotheses for the formation of SDRs: tectonic faulting or 

magmatic loading.  The major difference is how to make the accommodation space for infilling 

volcanic lava flows to form the SDRs. Many authors interpret SDRs as bounded by landward- 

dipping, large-offset normal faults with the downward deflection of the hanging wall producing 

the “accommodation space” for syn-tectonic volcanics (Becker et al., 2016; Geoffroy, 2005; 

Gibson & Love, 1989; Pindell et al., 2014; Planke et al., 2000; Quirk et al., 2014).  Most on-land 

Depth
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regions with massive volcanic piles show little evidence of large offset normal faulting.  Also, in 

most areas of continental and oceanic plate separation the normal faults dip ocean-ward.  

However, in an effort to numerically simulate SDR formation Geoffroy et al., (2015) produce 

landward dipping faults with a particular set of pre-existing weak zones, and not including 

effects of magma intrusion or lava infilling.  

Magmatic loading to produce dipping lava beds was first proposed by Bodvarsson and 

Walker, (1964), who suggested that subsidence due to volcanic loading combined with crustal 

drift can explain the geometry of flow units on Iceland. Within the framework of plate tectonics, 

Palmason, (1973) proposed a kinematic model for crustal generation at Iceland assuming 

parabolic functions for describing the extension and subsidence velocities of lava piles.  Paton et 

al., (2017) suggests variable SDR packages indicates changing magma supply. Buck, (2017) 

developed an analytical model of SDR formation assuming the elastic thin plate approximation 

for plate flexure due to the volcanic and magmatic loading. With reasonable values of flexural 

wavelength and dike height, the model produces SDRs that are shaped much like those observed 

(Figure 2&3). With either jumps in the axis of diking or oscillations in extrusion, the model can 

generate the kinds of multiple SDRs wedges sometimes observed (e.g. Becker et al., 2016).  
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Figure 2. Cartoon illustration of SDRs formation processes. The SDRs geometries are 
extracted from results of 2D numerical models. The intrusion of magma as a dike in the top 
panel provides a load on the lithosphere as the dike solidifies and so increases in density.  
Volcanic flows fill in the region of subsidence driven by the dike load and further loads the 
lithosphere.  The middle panel shows the effect of multiple cycles of dike intrusion, 
solidification and volcanic infill.  The bottom panel shows how the volcanics eventually 
subside and are covered with sediment as more normal seafloor spreading occurs.   
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Figure 3. a. Direct comparison between ATP and NTP with hd = Te = 5 km. Blue lines are for 
ATP “lava sea” results. 𝑿𝒇 is the horizontal distance between the tip of flat SDR and the SDR 
that has developed to a steady shape.  𝝓 is the angle between the tip of each SDR and the 
dike-lava interface. The vertical exaggeration is 7 to highlight the difference in the models. b. 
Analytic error estimation of Xf and Te if measuring along the dike-lava interface. c. analytic 
error estimation of 𝜸 and Te if measuring along the dike-lava interface. d. analytic error 
estimation if missing lower part of the SDR wedges.  

The analytic model successfully explains many observations, yet it makes several 

simplifying approximations. To permit a closed form solution, it assumes the lava covers the 
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whole plate surface. However, lava flows should be restricted spatially to low lying regions 

adjacent to the spreading center.  Morgan & Watts, (2018) model SDR formation by applying 

finite difference method (FDM) to solve the general thin plate flexure equation that allows 

spatial and temporal variability in plate strength and magmatic loading. They constrain their 

model results with seismic and gravity anomaly data and find that it requires a broken plate 

boundary condition and temporally decreasing effective elastic plate thickness to fit such 

observations.  Both the analytic and the FDM models assume elastic thin plate and cannot 

consider the lithosphere as a thick plate composed of realistic materials with evolving density 

and thermal-mechanical structures.  

Here, we develop two-dimensional numerical models to simulate SDRs formation in the 

context of continental rifting. The model formulation allows spatially varying lava infill 

(Abdelmalak et al., 2016), lower crustal underplating (Saikia et al., 2017; White et al., 2008) and 

elasto-visco-plastic rheology (Brace & Kohlstedt, 1980; Goetze & Poirier, 1978; Shelton & 

Tullis, 1981) both with and without thermal evolution. 

Lithospheric strength at a rifting center is likely to exert a major control on the crustal 

structures formed during continental break up. It is also essential for determining whether or not 

a rift will succeed to seafloor spreading (e.g. Bialas et al., 2010; Buck, 2006). Common methods 

for studying lithospheric strength using gravity and topography data that gives current plate 

strength may not be accurate for plate boundaries during ancient rifting (e.g. Ebinger & 

Hayward, 1996; Pérez-Gussinyé et al., 2007) because those signals could have changed since 

rifting as the plate cools down and is loaded with post-rift sediments. However, as we will show, 

the shape of magmatic loading formed SDRs is a direct expression of the plate strength during 

rifting and should change little following their formation. Recent workers (McDermott et al., 
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2018; Paton et al., 2017) argue that near-shore (or type 1) SDRs result from tectonic processes 

while off-shore (or type 2) SDRs are formed by magmatic processes. The numerical models we 

develop can treat both tectonic and magmatic processes, but here we focus on the effects of 

magmatic loading and leave the complexities of faulting for future investigations. The major goal 

of this study is to provide a mapping between the geometry of magmatic loading-controlled 

SDRs and lithospheric strength, or thickness, during their formation at volcanic rifted margins. 

1.2 Models and Results 

We build a sequence of models that begin with the simplest possible treatments for 

lithospheric response under magmatic loadings during the last stage of continental rifting, at 

which SDR forming transitions to seafloor spreading (Figure 2). We progressively reduce 

assumptions and show the effects of those changes, beginning with a brief description of an 

existing analytic model and culminating with a fully 2D thermal-mechanical model of volcanic 

margin evolution. This effort is divided into six steps: First, we review the analytic thin plate 

flexure formulation and describe how its prediction can be related to observations; Second, we 

apply finite difference methods to numerical thin plate (NTP) models with spatially restricted 

lava flow; Third, we show how 2D thick plate models converge with increasing numerical 

resolution and the results are compared with NTP models; Fourth, we develop long-term 2D 

numerical models with Elastic-Plastic (EP) rheology to quantify the effects of plasticity; Fifth, 

we use the long-term 2D numerical models with constant thermal structure to quantify the effects 

of Elasto-Visco-Plastic (EVP) rheology; Sixth, we describe fully models which the thermal 

evolution affect the strength of the lithosphere and show the effects of different crustal 

rheologies and amounts of underplating. 
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1.2.1 Review of Analytic elastic thin plate (ATP) model and its linkage to SDRs observations 

According to a number of workers (e.g. Bodvarsson & Walker, 1964; Morgan & Watts, 

2018; Watts & Cox, 1989) SDRs geometries are an expression of the flexural response of a 

lithosphere due to magmatic loads. An analytic description of the magma loading model, derived 

by Buck, (2017), depends on two length scales.  The vertical scale is: 

𝑤& = ℎ)
*+,-+./
(+1-+2)

  

Where, ℎ) is the height of the dike, 𝜌) is the density of the solidified dike, 𝜌5 is the density of 

the fluid magma filling the dike, 𝜌6 is the density of the compensating lower crustal or mantle 

material that flows in response to lateral load variations, and 𝜌7	is the density of the volcanic or 

sedimentary material infilling the depression produced by the load of the dike.  The fluid magma 

filled dike is assumed to rise so that it is in local isostatic equilibrium.  For simplicity, in the 

analytic model, the upper crust is taken to have an initial thickness of ℎ) and have the same 

density 𝜌5 as the fluid magma in the dike.  This insures that the dike rises to the level of the 

initial top of the crust.  The horizontal scale of bending of the model flows depends on the 

flexure parameter a, and for a thin elastic plate this is proportional to	𝑇𝑒; <=  where Te is the 

effective elastic plate thickness.  

The analytic description of magmatic loading produces model geometries that are similar 

to real SDR packages.  To relate real SDR geometry to the effective elastic thickness of this 

model we define three simple and potentially observable parameters.  First, we define 𝑋5 as the 

horizontal distance between the tip of the last deposited lava infill and the first place where the 

dike-lava interface is flat (Figure 2, 3a).  As derived in the Supplement this distance is 𝜋𝛼 ⁄ 2.  It 

may be difficult to accurately determine in data either the place of the last axis of diking before 

seafloor spreading or the place where the dike-lava interface becomes flat. Uncertainty in this 
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horizontal position of ±0.2𝛼 (±13% of Xf) results in a Te estimation error of less than 20% 

(Figure 3b).  

We also consider the ratio	𝛾 between the thickness of the SDR and the slope of the flows 

intersecting with the dike-lava interface.  As noted in the appendix this ratio varies slowly with 

distance from the axis of diking and equals 𝛼/2[1 + exp(−𝜋/2)] at a distance 𝑋5 away from the 

seaward tip of the last deposited SDR. Uncertainty in the horizontal position of 𝑋5  from 𝛼 to 5𝛼 

away from the tip of the flat SDR results in an estimation error of Te ranges from +20% to -10% 

(Figure 3c). The effect of underestimating the depth to the base of the SDRs, due to difficulties 

in imaging the deeper SDRs, by 30% produces an underestimate of Te of ~20% (Figure 3d). 

The last way of relating SDR geometry to model parameters is through the angle ϕ between the 

dike-flow interface and the intersecting flow (SDR) (see Figure 3).  This is the easiest 

measurement to make on seismic depth sections and has the advantage that the analytic model 

predicts that the angle is nearly constant with distance from the axis of diking. As described in 

the supplement, it depends on both 𝑤& and 𝛼.  As long as we can estimate the thickness of the 

entire SDR package (~𝑤&) we can relate this angle to the effective elastic thickness of the 

lithosphere.  

 Before we relate seismic data on SDRs to model predictions we will consider how the 

approximations that go into the analytic model affect the parameters 𝑋5, 𝛾 and ϕ.  We will show 

that these parameters are useful for comparing the analytic model geometry to that predicted by 

less approximate numerical models. Using these three observables:  𝑋5, 𝛾 and 𝜙, we can reliably 

link SDRs geometries from MCS data to the plate strength that supports the SDRs in terms of 

effective elastic thickness Te and lithospheric thickness HL. 
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1.2.2 Numerical elastic thin plate model (NTP) 

To get a closed-form description of the model geometry the analytic model treats the 

flexural response to magmatic loads as if lava flows cover the whole surface. However, lava 

should only fill in the region deeper than the top of the axial dike (Figure 2). To remove this 

inconsistency, we show the effects of more realistic lava loading on SDRs geometries while still 

using the thin plate flexure approximation.  The finite difference method is used to solve for the 

vertical deflections due to the load of a half -dike added to the end of a thin elastic plate.  The 

region adjacent to the axis that are deflected below their initial positions are then effectively 

filled with volcanic lava.  The load of that infilling lava is then added to the plate and the 

resulting deflections computed.  New lava is added to keep the volcanic surface at the initial 

surface level and the process is iterated until a steady-state is achieved.  The accretion of 

additional dikes produces the same plate deflections and infill as the first dike and so the shape 

of model volcanic packages can be easily calculated (see supporting material for details 

(Turcotte & Schubert, 2002).  

This numerical thin plate (NTP) model depends only on the flexure parameter 𝛼 and the 

dike load that can be expressed as 𝑤&.  The NTP model results in a much smaller off-axis bulge 

than for the analytic model with the same values of 𝛼 and 𝑤& (Figure 3). This occurs because 

when the plate is flexed upward off-axis into the air, compensating mantle or lower crust resists 

being pulled up more than it would if the surface moved up into fluid with the density of lava. 

Compared to the analytic models with the same parameters, the NTP models predict that 𝑋5 is 

~20% larger, 𝛾 is ~6% larger and 𝜙 is about the same.  
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1.2.3 Two Dimensional Numerical Models 

The large magnitude curvature of SDRs implies that the elastic tensional stress near the 

surface can cause plastic yielding and the elastic thin plate approximation may be inaccurate.  

We simulate deformation of finite thickness lithosphere in response to magmatic loads using the 

numerical code FLAC (Fast Lagrangian Analysis of Continua)(Cundall, 1989; Buck et al., 2005).  

This approach also allows us to consider the effects of elastic and non-elastic deformation 

including viscous flow and brittle-plastic deformation.  FLAC is a two-dimensional explicit 

hybrid finite element-finite difference code that solves continuity, momentum balance and heat 

equations. This code has been used to model strain localization for faulting in both two- and 

three-dimensions with and without sedimentation (Choi et al., 2013; Tian & Choi, 2017) and to 

track heat advection and diffusion (Lavier and Buck, 2002).  In order to simulate and quantify 

lava infill, we modify the code to track surface deflections and add lava elements accordingly.  

Higher resolution tracers (described in the supplement) are deployed at the surface at set time 

intervals and move according to the velocity field. These tracers allow more precise 

quantification of the SDR geometry.   

We only simulate the right half of a symmetric volcanic rift to save computation time. 

The bottom boundary is a Winkler foundation with the compensation pressure defined at the 

bottom of the rightmost column. Both the right and left boundaries are shear stress free. The 

horizontal velocity of the right boundary is set to be 1 cm/yr.  The left boundary is treated in 

either of two ways that approximate a broken plate. For elastic plastic thick plate models, we set 

a lithostatic normal stress and new dike material is accreted during periodic remeshing.  For 

elasto-visco-plastic models that account for variable viscosity, a column of low viscosity ‘dike 

elements’ is made to widen steadily while the horizontal boundary velocity is set to zero. 
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For the simpler cases we use either a single Elastic or Elastic-Plastic layer with density of upper 

crust of 2800 kg/𝑚; supported by Winker foundation of lower crust with density of 3000 kg/𝑚;.  

In the Elasto-Visco-Plastic cases, layers with both upper and lower crust are assumed to float on 

an underlying mantle layer.  Brittle deformation is calculated with a Mohr-Coulomb failure 

criterion with a constant friction angle of 30°, and cohesion of 20 or 40 MPa. Ductile 

deformation follows Newtonian or non-Newtonian rheology with flow rules of dry quartz (Brace 

& Kohlstedt, 1980; Davis & Lavier, 2017) or dry plagioclase (Shelton & Tullis, 1981) for the 

crust and dry Olivine (Goetze & Poirier, 1978) for the mantle. Constant thermal structure models 

assume linearly increasing temperature with depth. We vary initial crustal thickness and bottom 

boundary temperature conditions for simulating different mechanical thickness and dike loads. 

The crustal thickness controls effects of dike loads while bottom temperature affects initial 

mechanical thickness and thus the plate strength.  

For thermally evolving models, we include a mantle layer underlying the crust. Diking 

brings in heat by intruding 1300℃ fluid dikes that has latent heat of solidification of 500 kJ/kg 

following Behn & Ito, (2008). Meanwhile, cooling due to hydrothermal circulation is 

approximated by enhancing the thermal conductivity via Nusselt number in regions shallower 

than 10 km and colder than 600	℃. Nusselt number is assumed to increase linearly from 5 to 8 

with plastic strain from 0 to 1.  

1.2.3.1 Numerical Convergence of Elastic and Elastic Plastic thick plate cases 

We first show how the 2D model results depend on grid size and number of numerical 

iterations. Due to the non-linearity of the problem and for the purpose of benchmarking, we only 

consider cases with a single large (i.e. 1 km wide) dike load (Figure S3a). The parameters used in 

the FLAC models are shown in Tables S1 and S2. The results obtained after sufficient numerical 
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iterations that the deflection changes are insignificant (Figure S3 b&c) show that elastic thick 

plate results are within 1% of the deflection of the numerical thin plate results. The slightly 

larger deflection for the thick plate cases are anticipated due to vertical compression (Comer, 

1983). Results indicate (see figure S3d & S4d) that decreasing the grid size below 1 km makes a 

negligible difference even for our thinnest lithospheric thickness of ~6 km. For simplicity, we 

keep this 1 km grid size for all our models. When subjected to this narrow load the EP thick plate 

model behaves much like its elastic thick plate counterpart (figure S4) in terms of convergence 

but shows a relatively larger curvature due to plastic yielding (figure S4 b&c).  

1.2.3.2 Elastic-Plastic (EP) thick plate with long-term plate extension 

The analytic and numerical thin plate models assume invariable plate strength and 

lithospheric response with repeating magmatic loads. However, the system may have spatial and 

temporal changes in density structure, plate strength and magmatic loads. We here allow long-

term plate motion away from the axis of dike accretion with plastic deformation and try to 

quantify these effects by considering the evolution of effective plate strength with geological 

time-averaged repeated small dike (i.e. Qin & Buck, 2008) and related volcanic loads.   

In contrast to the previous benchmark, we treat constant dike widening at the rift axis and 

a constant horizontal velocity at the right boundary (Figure 4a). The low-density upper crust and 

volcanic infill dynamically changes. The plastic strain pattern (Figure 4b) follows the overall 

shape of the SDRs because new lava added to the surface with initially zero plastic strain 

deforms near the surface due to the plate bending and is advected with the plate. The major result 

of a range of model cases (Figure 5) is that the predicted flow geometry is similar to that of the 

analytic model, predicted by steady-state deflection.  Measuring 𝑋5, 𝛾, described in section 2.1, 

allows us to estimate the effective plate elastic thickness Te for the analytic model that best fits 
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the thick plate results. We vary the brittle layer thickness HL and estimate the corresponding Te 

(Figure 5b). Varying the layer cohesion from 20 to 40 MPa has little effect on the relation 

between HL and Te. The average effective elastic thickness from both 𝑋5 and 𝛾	varies with HL 

according to the best linear fitting function Te = 0.49 HL for models with cohesion of 20 MPa. 

 

Figure 4. Model results for elasto-plastic thick plate with long-term extension. a. Model 
setup: model domain is HL thick and 200 km wide. The elastic and plastic properties are 
defined in the text. b. SDRs geometries (phase numbers are for different model materials, 1~3 
are for upper crust; 4 for lower crust; 5 for mantle; 6 and 7 for dikes; 8 and 9 are for lava 
flows), density, plastic strain and deviatoric horizontal stress at 60 km of extension. 
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Figure 5. Model results for elasto-plastic (EP) thick plates with different layer thickness HL. 
a. Predicted geometries at model times when the volcanic infill reaches the bottom 
boundary.	𝝓 ≈ 𝟑𝟎°  b. Estimated effective elastic thickness Te for cases with different initial 
plate thicknesses HL.  The red stars are Te estimated from 𝑿𝒇 measurements, the green 
triangles are from 𝜸 measurements from the models and the black dots are the average of the 
two estimations. The black dashed line is the best linear fit (Te = 0.49HL with R2 = 0.97) to the 
average Te (black dots) that passes the origin.  
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1.2.3.3 Elasto-visco-plastic (EVP) thick plate with constant thermal structure 

The EP thick plate models neglect the effects of viscous flow that could alter the plate 

bending behavior (e.g. Olive et al., 2016). In this section, we assume a laterally uniform thermal 

structure with strain rate independent Newtonian rheology to quantify the effects of visco-plastic 

deformation. The viscosity 𝜂	(𝑃𝑎 ∙ 𝑠) is given by 𝜂 = 𝜀̇
]
^	-_𝐴-_/a ∙ 𝑒𝑥𝑝(𝐸 𝑛𝑅𝑇) ∙ 10h⁄  where 

𝐴 = 500	(𝑀𝑃𝑎-a ∙ 𝑠-_), 𝐸 = 2 × 10l(𝐽/𝑚𝑜𝑙), n = 1 for Newtonian rheology, R is the universal 

gas constant of 8.31448 (𝐽 ∙ 𝑚𝑜𝑙-_𝐾-_), T is the temperature in degree Celsius. 

Compared to the previous single layer EP model, the EVP model with both upper and 

lower crust (Figure 6) allows us to treat a more realistic density structure where the lower density 

upper crust subsides into the higher density lower crust (Figure 6b). The lower density root 

exerting a local upward buoyancy force away from the axis, together with the downward loads 

from dikes near the axis, produces a bending moment that could further rotate the SDRs. The 

neutral plane where the stress difference due to bending is zero deepens significantly because of 

plasticity near the surface.  The angle between the flows and the dike flow interface, 𝜙, varies 

from 43° to 54° (Figure 7) are about 10° larger than the analytically predicted angle 𝜙 that 

ranges from 30° to 43° (Figure S2). The torque due to upper crustal root along with viscous 

relaxation might contribute to this extra SDR rotation. 
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Figure 6. Model results for an Elasto-visco-plastic (EVP) thick plate case with constant 
thermal structure and Newtonian dry quartz rheology. a. Model setup: The viscosity 
structure is a function of temperature that linearly increases from surface to bottom and is 
laterally uniform. b. Model results for a case with a bottom boundary temperature of 900 °C 
that gives HL = 10 km. 𝝓 = 𝟒𝟖. 𝟔°. 
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Figure 7. Model tracer results from Newtonian EVP cases. a. SDRs geometries with different 
values of HL. b. Effective Te versus lithospheric thickness HL. The red stars are Te estimated 
from 𝑿𝒇 measurements, the green triangles are from 𝜸 measurements from the models and 
the black dots are the average of the two estimations. The blue dashed line is the best linear 
fit (Te = 0.32HL with R2 = 0.99) to the average Te (black dots) that passes the origin.  
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When the model reaches steady state, in that the pattern of deflections per amount of dike 

opening becomes stable, we measure 𝑋5 and 𝛾 to estimate effective 𝛼 and Te. We found 

systematic larger Te from 𝑋5 estimation. The lithospheric thickness is defined as the distance 

from the surface to the depth where compressional horizontal deviatoric stress decreases to 5 

MPa, similar to the base of the “mechanical boundary layer” when deformation transitions from 

elastic-brittle to viscous domination (Artemieva, 2011). The average effective elastic thickness 

from both 𝑋5 and 𝛾	varies with HL according to the best linear fitting function Te = 0.32 HL 

(Figure 7b), which is much less than that of the EP thick plate results (Figure 5b). This results 

from the rheology difference between the two. For the EP case, the maximum compression 

appears at the bottom of the plate (Figure 4b) whereas for the EVP case, the maximum 

differential stress (effectively the brittle ductile transition) is within the modeled layer and its 

depth depends on the curvature of the bending plate (Figure 6a). The integrated bending moment 

for EVP model with same HL is thus much less than its EP model counterpart. Note that in the 

cases illustrated here the lower crust flows to compensate the magmatic loads.  The overall trend 

of larger 𝑇𝑒w𝑓 than 𝑇𝑒y might be due to the extra bending moment exerted from the lower density 

upper crustal root which gives a larger dip angle without changing other parameters.  

1.2.3.4 Elasto-visco-plastic thick plate with thermal evolution 

Thermal structure is taken as a control variable in previous models. However, magmatism 

brings heat to the rifting center, changing the thermal structure and plate strength. Here we show 

results of models that include heating due to dike intrusion of magma with an initial temperature 

of 1300°C and latent heat of solidification as well as cooling from parameterized hydrothermal 

circulation. We test two crustal rheologies (Figure 8): dry quartz (Brace & Kohlstedt, 1980) and 

dry plagioclase (Shelton & Tullis, 1981). We also study the effects of magma intrusion into the 
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lower crust that may approximate magmatic underplating. For these cases, a mantle layer is 

included. The lava is deposited with a surface temperature of 0℃ because flows should cool 

within years. 

 

Figure 8. Elasto-visco-plastic (EVP) thick plate with thermal evolution and effects of 
underplating. a. Model setup: Upper crust 15 km thick with density of 2800 kg/𝒎𝟑 
underlying lower crust 15 km thick with a density of 3000 kg/𝒎𝟑 and 15 km thick mantle of 
density 3300 kg/𝒎𝟑 and rheology of dry olivine (Goetze & Poirier, 1978). Model domain is 45 
km thick and 200 km wide. Bottom boundary is supported by Winkler foundation with 
mantle density of 3300 kg/𝒎𝟑. The left boundary is fixed with one column of widening dike 
with viscosity of 1e17 Pas simulating a broken plate condition. The accreting solidified dike 
has a density of 3000 kg/𝒎𝟑 and provides a downward load near the rift axis. The right 
boundary is stretched with half spreading rate of Vx = 1 cm/yr. The hydrothermal circulation 
is approximated with enhanced conductivity via Nusselt number described in text. Lava is 
filled according to the surface deflections. b. Model results at 80 km of extension with dry 
quartz rheology and without underplating.  

The overall behavior is qualitatively similar to the previous constant thermal structure 

EVP models but varies in detail (Figures 8&9). The biggest difference is that diking provides 
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heat that weakens the plate near the rifting center (figure 8b). This leads to a reduction in brittle 

thickness on axis and thus the effective dike load near the axis decreases. However, this does not 

generate a large difference in the total thickness of the SDR package because as dense solidified 

dikes move off axis, they accrete to the colder off-axis lithosphere providing a downward load. 

The downward advection of cold volcanic infill produces minor thickening of lithosphere within 

a flexural wavelength the axis (figure 8b). 

Changing the rheology from dry quartz to dry plagioclase effectively increases the 

lithospheric thickness HL (Figure 9) from 16 to 28 km (no underplating) and 14 to 23 km (with 

underplating). Because Te and HL again share linear relationship that Te is about 37% of HL, the 

change of rheology also increases Te.  Note that the linear relation between Te and HL for the 

EVP thermally evolving model lies in between EP and EVP models with constant thermal 

structure (Figure 10).  We use this relation for the mapping between Te and HL in data as 

described below. 
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Figure 9. Thermally evolving model results summary. a. SDRs geometries and phase 
distribution with the indicated lower crustal rheology both with and without intrusion into 
the lower crust (underplating). b. Effective Te versus lithospheric thickness HL. The red color 
symbols are for models with underplating and the black color symbols are for models 
without underplating. The red dashed line is the best linear fit (Te = 0.38HL with R2 = 0.84) to 
the average Te (circles and squares) that passes the origin. 

 We also study the effects of underplating. With the same model setup except for whether 

there is lower crustal intrusion or not, the models show different SDRs shapes. The models with 

underplating (Figure 9) have thinner SDRs and relatively higher Te compared to that of the 

models without underplating. The models with underplating also have lower 𝐻| than models 

without underplating. The extra intrusion from underplating brings in more heat and leads to a 

slightly weaker lithosphere (lower 𝐻|). On the other hand, when there is no underplating, SDRs 

subside faster and the increased rate of downward advection of cool material results in higher 𝐻|. 

Without underplating, the model resembles the EVP constant thermal structure models (Figures 

6&7) and the magmatic loads are compensated in the lower crust. With underplating, the lower 

crustal intrusion takes up the space for SDRs to subside and mantle partially becomes the 

compensating layer depending on how strong the crust and mantle are coupled. For strong crust-

mantle coupling (as they are here for dry plagioclase), the lower crustal intrusion acts as a bridge 

for mantle to fully compensate the magmatic loads and this leads to a 49% reduction in SDRs 

thickness and 22% increase in Te than that for models with compensation in the lower crust. For 

our results where crust and mantle are partially coupled, the lower crustal intrusion is “squeezed” 

out by the subsiding magmatic loading (dry quartz). This “squeezing” behavior induces 

resistance to the SDRs subsidence and causes 29% reduction in SDRs thickness and 12% 

increase in Te. Despite the complexity induced by underplating, namely, decreasing 𝐻| and 

increasing Te, the Te estimations derived from the two observables (𝑋5 and 𝛾) are still consistent 

with each other and the results fall within the narrow range of EP thick plate and EVP thick plate 
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cases (Figure 10). This means that the effects of underplating to 𝑋5 and 𝛾 are not weighted 

significantly differently.  Thus, even with underplating, it is still valid to use the average Te 

derived from 𝑋5 and 𝛾 to estimate 𝐻| from Te. When information about underplating and the 

degree of crust-mantle coupling is available, slight adjustments would yield more accurate 

estimations: decrease 𝐻| by 12% for partial crust-mantle coupling to 18% for fully coupled crust 

and mantle.  

We summarize all the model results in Figure 10 (Model parameters are summarized in 

Table S3; Model videos are uploaded on https://doi.org/10.6084/m9.figshare.4573510.v1). EP 

thick plate models with long-term extension show a linear relationship of Te = 0.49HL. 

Increasing cohesion from 20 MPa to 40 MPa induces little increase in plate strength. EVP thick 

plate models with Newtonian rheology and constant thermal structure realistically simulate the 

density structure evolution by allowing low density roots in the denser lower crust. Concerning 

effective plate strength, EVP constant thermal models predict Te = 0.32HL. The EVP thermally 

evolving models fall in between with Te = 0.38HL.   

 

Elastic Thin Plate

Elastic-Plastic Thick Plate

Elasto-visco-Plastic Thick Plate
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Figure 10. Final model results compilation: Mapping effective Te to lithospheric thickness 
HL. Two depth converted images from the Vøring Margin (Planke & Eldholm, 1994) and the 
Argentinian Margin (Paton et al., 2017) are shown with error estimation as described in the 
text and illustrated in Figure 3.  

1.3 Analysis of data 

The major goal of this study is to link the seismically observed SDR geometries to 

lithospheric thickness HL. Previous sections build a framework for achieving this goal.  

Essentially, the analytic model (ATP) indicates 𝑋5 and 𝛾 are two useful and observable 

parameters that can be related to the effective elastic thickness Te in both models and data.  

Numerical models build a quantitative relationship between Te and HL. Using this relationship 

and measuring 𝑋5 and 𝛾 for real SDRs, we can quantify the lithospheric thickness for volcanic 

rifted margins. When considering the three-dimensional nature of rifting, the dip angle of SDR 

for calculating 𝛾 is assumed to be the true dip in our 2D cross-sectional models. However, if the 

strike of the data profile is not parallel to the spreading direction, the apparent dip measured is 

smaller than the true dip. But the effect is small for profiles away from fracture zones according 

to McDermott et al., (2018).  

For the numerical model results, in order to estimate Te and HL with minimum subjective 

bias, we automate the data processing for retrieving the values of 𝑋5 and 𝛾. We first estimate 𝑋5 

by finding the distance from the seaward end of the SDRs to where there is a transition from 

negative to positive slope of the dike-lava interface. Then we find the reflecting layer 

intersecting the dike-lava interface at 𝑋5, from which we calculate the dip angle 𝜙 at the tip of 

the SDR.  The thickness of the SDR package at x = Xf is W0 and 𝛾 is the ratio of W0 and tan	(𝜙).  

Using 𝑋5 and 𝛾, we calculate two values of Te and average those estimates.  
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Because the EVP thermally evolving models have the least assumptions, we use its 

derived Te-HL relationship for mapping Te to HL in data. The approach is justified because the 

geometry of the numerical model SDRs is very similar to that predicted by the analytic model. 

Thus, we use the parameters 𝑋5  and 𝛾 to estimate the value of Te that describes the numerical 

model geometry.  The lithospheric layer thickness HL is taken to be the depth below the surface 

where the horizontal deviatoric stress decreases to 5 MPa.  We then use this Te to HL mapping, to 

relate the Te values estimated from the seismic sections with SDRs to the lithospheric thickness 

of plate margins at the time of rifting. From the analytic thin plate models, we analyze two 

depth-converted SDR profiles to yield effective elastic thickness Te of 1.3 km and 2.2 km for 

Vøring Margin (Figure S5) and Argentinian Margin (Figure S6), which are then mapped to 

lithospheric thickness during rifting of 3.4 km and 5.7 km (Figure 10).  

1.4 Discussion and Conclusions 

In this paper we considered how fairly simple magmatic processes might produce the 

observed geometry of volcanic rifted margins and then showed how such geometries depend on 

lithospheric thickness.  The basic assumption is that the ‘space’ or depression that is filled by 

lava is generated by the load of solidifying magmatic intrusions and extrusives.  A recently 

published treatment of such magmatic origin gives a simple analytic description of SDR 

geometry as a function of only two parameters, one of which is the effective elastic thickness Te 

of the lithosphere. We showed that these parameters, relating to the thickness and dip of analytic 

model SDRs, can easily be related to the model Te.  The same parameters can be measured using 

seismic images of real SDRs.  We went on to show how these geometric parameters could be 

used to constrain lithospheric thickness at the time of volcanic rifting. 
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We quantify the effects of simplifying approximations used in the analytic model on the 

model geometry.  We first described a numerical thin-elastic plate model with more realistic 

spatial distribution of lava flows compared to the analytic model.  For the same value of Te more 

reasonable lava distribution produced a ~20% larger  𝑋5, a ~ 5% larger 𝛾 and negligible change 

in 𝜙. 

We went on to develop the first two-dimensional thermal-mechanical models that 

simulate the geometry of SDRs formed by magmatic loads.  The model allowed us to show that 

the thin elastic plate assumption had a modest effect on the model geometry.  But, before we 

could do that a thorough study of the effect of numerical grid size and time steps had to be 

undertaken.  We also showed that the use of tracers of volcanic layers greatly increased the 

reliability of model predicted structures.  A test of a purely elastic layer against the numerical 

thin plate model counterpart shows that resulting geometric differences were negligible.  

Following the benchmark, we develop the 2D models with realistic rheology and we 

summarize the model results in Figure 10. EP thick plate models with long term extension show 

close to linear trend of Te = 0.49HL. Increasing cohesion from 20 MPa to 40 MPa induces little 

increase in plate strength. EVP thick plate models with Newtonian rheology and constant thermal 

structure realistically calculate density structure evolution and predict a mapping of Te = 0.32HL. 

Effective plate strengths of the thermal evolving models fall between the narrow range of EP and 

EVP constant thermal model and predicts that the effective elastic thickness of the lithosphere is 

37% of of the actual thickness.  Changing crustal material from dry quartz to dry plagioclase 

increases HL and Te by ~60%.  Underplating reduces SDRs thickness by ~25% (dry quartz 

without crust mantle coupling) and ~50% (dry plagioclase with crust mantle coupling). Using the 
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two observable parameters 𝑋5 and 𝛾 is still viable even for highly non-linear thermally evolving 

models and show consistent results. 

From an analytic elastic thin plate model formulation, we derive Te-dependent 

observables 𝑋5 and 𝛾 that can be directly measured in MCS data. For SDRs that have not 

reached steady-state deflection, we consider another observable 𝜙 that represents the relationship 

between plate strength and dike loads. 𝜙 is useful because it is almost extension-independent; 

namely, 𝜙 remains nearly constant during SDRs evolution as long as plate strength remains the 

same. Measuring thickness between the bottom of SDRs package and the Moho depth gives an 

approximation of dike height hd. Using 𝜙 and hd together we can estimate Te. When all three 

observables are all available for the data, calculating Te separately from each observable gives 

confidence in the results. For example, from a depth converted SDRs profile offshore Argentina 

at 35° South (Figure 1), 𝑋5 measurement gives Te = 2.2 km, 𝛾 results in a Te of 2.1 km. Given 

the uncertainties in the MCS data, these results are highly consistent with each other.  

The results indicate that the thickness of rifting lithosphere inversely correlates with 

estimated mantle potential temperature (Tp) of corresponding large igneous province (LIP).  

Based on petrological analysis (Herzberg & Gazel, 2009) estimate that for North Atlantic 

Igneous Province the values of Tp is ~1650 °C.  Our estimate of the lithospheric thickness at the 

time of rifting was 3.4 km.  For the  Paraná-Etendeka large igneous province Hawkesworth et al. 

(2000) estimate that Tp is  ~1450 °C.  In the nearby Argentinian basin we find that the 

lithospheric thickness at the time of rifting was 5.7 km.  This suggests that the hotter the mantle 

under an LIP the thinner the adjacent lithosphere. 

Many questions about the formation of volcanic rifted margins remain. These include 

whether the formation of some SDRs is affected by large-offset normal faulting; what inner and 
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outer SDRs imply about temporal and spatial variations in magmatism and crustal structures 

(Franke et al., 2010; McDermott et al., 2018); and how subaerially formed SDRs subside 

significantly below current sea level.  We hope the methods developed here and the results of our 

analysis of lithospheric strength during rifting will aid in future efforts to resolve some of these 

questions.    
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Appendix 1: 

A1-1 Review of Analytic elastic thin plate model and its linkage to SDRs observations 

According to a number of workers (e.g. Bodvarsson & Walker, 1964; Morgan & Watts, 

2018; Watts & Cox, 1989) SDRs geometries are an expression of the flexural response of 

lithosphere to magmatic loads. An analytic description of the magma loading model was derived 

by Buck, (2017), who considers a series of dike and lava loads. For one dike load, the surface of 

the plate deflects as (see Figure A1-1): 

																			𝛿𝑤(𝑥) = 𝛿𝑤& exp �−
𝑥
𝛼� cos �

𝑥
𝛼�																	 (1) 

 

Figure S1. Cartoon illustration of the analytical equations for SDRs geometry. Magenta line 
is the plate deflection due to one dike load, quantified by equation (1). Green line evolves 
from the red line and is the deflected SDR that has experienced 𝒙𝟎  amount of plate extension 
and dike widening, quantified by equation (2). Following the motion of an arbitrary particle 
(red dot), integrating equation (1) (magenta line) from ∆𝒙 = 𝒙 − 𝒙𝟎 to 𝒙 gives its current 
location at (𝒙, 𝒘𝒔(𝒙)). The value of 𝒘𝒔(𝒙) is also represented by the shaded area indicated 
between the magenta line and the X axis. Integrating equation (1) with ∆𝒙 = 𝒙 − 𝒙𝟎 = 𝟎 gives 
the motion of the blue dot that moves on the dike lava interface (blue line), quantified by 
equation (3). Here, the distance between the blue and red dots are assumed to be invariant.  
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Where 𝛿𝑤& is the maximum deflection at the rifting center, 𝑥 is the distance away from 

diking center, 𝛼 is the flexural wavelength.  𝛿𝑤& = 2𝛿𝑉&/𝛼𝑔∆𝜌� where 𝛿𝑉& = 	𝛿𝑥𝑔ℎ)Δ𝜌), is 

the downward load provided by a solidified dike with width of 𝛿𝑥, height of ℎ) and density 

increase of Drd = (rd -rf), where rf is the density of fluid magma and rd is the density of the 

solidified dike. g is the gravitational acceleration. ∆ρ� = ρ� − ρ�, is the density difference 

between the infilling volcanic or sedimentary materials with density of ρ� and the compensating 

layer with density ρ� of lower crust or mantle. Infilling of either lava flow, sediment, water or air 

provides a spatially variable downward load of 𝑞(𝑥) = ∆ρ�𝑔𝑤(𝑥). 𝛼 = (4𝐷/∆𝜌�𝑔)_ <⁄ , where 𝐷 

is flexural rigidity and 𝐷 = ETe;/12(1 − 𝜇�). E is Young’s modulus, Te is effective elastic 

thickness and μ is Poisson’s ratio.  	 

In order to keep track of the motion of each SDR due to continuous diking and plate 

extension, we consider the movement of an arbitrary lava flow particle originally at the surface a 

distance ∆𝑥 = 𝑥 − 𝑥& from the axis. As the plate undergoes loading from 𝑥& amount of repeated 

dike widening, the particle is translated to a horizontal distance 𝑥 from the rifting axis, the total 

amount of subsidence 𝑤�(𝑥) is obtained by integrating the deflection due to one dike load 

(equation 1) from its initial location ∆𝑥 to its final location 𝑥 where 

𝑤�(𝑥) = � 𝛿𝑤(𝑥)
�

∆�
= 𝑤& �

𝑒-
�
� �sin �

𝑥
𝛼� − cos �

𝑥
𝛼��

−𝑒-
�-��
� *sin*𝑥 − 𝑥& 𝛼= / − cos*𝑥 − 𝑥& 𝛼= //

� (2)	

Here w0 = hd (Drd /Drs) is the maximum accumulated downward subsidence due to repeated 

magmatic loading and lateral translation. It is also the maximum thickness of an SDRs wedge. 

Using equation 2 we plot the deflection of initial surface points with a range of plate extension 

𝑥& to generate the model SDRs geometry (Figure 3).  Note that setting ∆𝑥 = 𝑥 − 𝑥& = 0 gives 

the trajectory of the SDR particle that was originally on axis and at the surface: 
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𝑤�(𝑥) = ∫ 𝛿𝑤(𝑥)�
∆�¡& = 𝑤& ¢𝑒

-£¤ �sin ��
�
� − cos ��

�
�� + 1¥										 (3)

so that 𝑤�(𝑥) delineates the shape of the dike-SDR interface. 

From these simple equations, we derive three geometric parameters that are functions of 

Te and that we later use to compare model and seismic data. First, we term the distance between 

the rifting center and the flat dike-lava interface (eq3) as 𝑋5 (Figure S1 & 3. We find 𝑋5 from 

Equation 3 where the derivative of 𝑤�(𝑥) with x equals zero at the closest point to the axis as: 

𝑋5 =
𝜋
2 𝛼											 (4) 

By measuring 𝑋5 of SDRs from the MCS profile, we estimate 𝛼 and so can estimate Te 

with 𝑇𝑒 = {3𝛼<∆𝜌�𝑔(1 − 𝜇�)/𝐸}_ ;⁄ . The advantage of using 𝑋5 is its independence of the 

vertical velocity structure used or assumed in the MCS data. When a SDR experiences 𝑋5 

amount of extension, the shape of the SDR becomes stable because magmatic loading at the 

rifting center has little effects on the plate deflection 𝑋5 away from the axis.  

Second, the ratio 𝛾 between the depth 𝑤�*𝑋5/ and the slope 𝑑𝑤� 𝑑𝑥⁄ *𝑋5/ of the SDR lava 

surface at the dike-lava interface, is also a function of 𝛼:  

𝛾 =
𝑤�*𝑋5/

𝑑𝑤� 𝑑𝑥⁄ *𝑋5/
= −

𝛼
2 �1 + exp �−

𝜋
2��							

(5) 

Because both 𝑤�  and 𝑑𝑤� 𝑑𝑥⁄  depend on vertical velocity structure of the lava and sediments, 

though in different ways, taking the ratio of them might reduce uncertainties. Applying both 𝑋5 

and 𝛾 to the same MCS profile for estimating Te gives us confidence when the difference is less 

than 30%.  

𝑋5 and 𝛾 have limitations when the SDRs experienced less than 𝑋5 amount of extension. 

In searching early signals before SDRs evolve to steady state, we found that the difference 
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between the slope of the dike-SDR interface 𝑘� = 	𝑑𝑤� 𝑑𝑥⁄ (𝑥&) and each SDR slope 𝑘� =

	𝑑𝑤� 𝑑𝑥⁄ (𝑥&) at the interface (𝑥 = 𝑥&) is constant as a function of plate strength 𝑇𝑒 and dike 

load ℎ) or two length scales mentioned controlling the analytic model geometry (i.e. 𝑤& and 𝛼) 

such that : 

𝑘� − 𝑘� =
𝑑𝑤�
𝑑𝑥

(𝑥&) −
𝑑𝑤�
𝑑𝑥

(𝑥&) =
2𝑤&
𝛼 =

2∆𝜌)
∆𝜌�; <⁄ ª

𝐸
3𝑔(1 − 𝜇�)«

-_< ℎ)
𝑇𝑒; <⁄ 			 (6) 

This constant value gives rise to the third observable: the angle 𝜙 (Figure 3) between the 

tip of each SDR and the dike-SDR interface. It is related to the gradients by: 

tan(𝜙) =
𝑘� − 𝑘�
1 + 𝑘�𝑘�

(7) 

Because dike-SDR interface is relatively flat when a SDR has steep slope and vice versa, 

𝑘�𝑘� is negligibly small in most cases. For simplicity, we approximate tan(𝜙) ≈ 𝑘� − 𝑘�. As 

shown in Figure S2, the observable 𝜙 reflects the relationship between ℎ) and 𝑇𝑒 that 𝜙 

increases with a larger dike load and a weaker plate.  ℎ) is limited by the initial crustal thickness. 

For simplicity, we use upper crustal thickness as the value of ℎ)	along with the measured 

averaged Te for estimating the angle 𝜙. For EP models, the predicted angle 𝜙 are around 

30~35° and are consistent with the model results. For EVP models with constant thermal 

structure, the predicted angle 𝜙 ranges from 30° to 43° and are about 10° less than the model 

results that ranges from 43° to 54°. The torque due to upper crustal root along with viscous 

relaxation might contribute to this extra SDR rotation. For EVP models with thermal evolution, 

the angle 𝜙 prediction are consistent for models without underplating (40° (dry quartz) and 28° 

(dry plagioclase) vs. 40. 1° and 25.7°). Compared to EVP constant thermal models, they have 

less angle underestimation. The upward thermally eroding lithosphere near rifting center results 

in a smaller effective dike load ℎ) and thus reduces the effects from the extra rotation. For EVP 
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models with thermal evolution, underplating and dry plagioclase rheology, the angle 𝜙 

prediction significantly overestimates by a factor of two (i.e. 25° vs. 12.9°) because of the strong 

crust-mantle coupling. Whereas for the dry quartz case with weak lower crust, the angle 𝜙 

prediction is closed to the results, counter balanced between effects of extra-rotation and 

resistance of lava flow subsidence from the underplating materials in the lower crust. 

 Using these three observables: 𝑋5, 𝛾 and 𝜙, we can reliably link SDRs geometries from 

MCS data to the plate strength that supports the SDRs in terms of effective elastic thickness Te. 

 

Figure S2. The angle between the tip of each SDR and dike-SDR interface 𝝓 as a function of 
𝒉𝒅 and 𝑻𝒆 from analytic models. Black dashed lines are contours of 𝝓. For pure elastic case 
with 𝑯𝒅 = 𝑻𝒆, the model predicts 𝝓 ranges from 10 to 20 degrees as 𝑻𝒆 increases from 1 to 16 
km. Different symbols are from 2D FLAC model results. 

Elastic-Plastic

Elastic-Visco-
Plastic (EVP)
with Constant 

Thermal Structure

EVP with
 Thermal Evolution
(No Underplating)

(Dry Quartz)  

EVP with
 Thermal Evolution
(With Underplating)

(Dry Quartz)  

EVP with
 Thermal Evolution
(No Underplating)
(Dry Plagioclase)  

EVP with
 Thermal Evolution
(With Underplating)
(Dry Plagioclase)  
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A1-2. Numerical Thin plate (NTP) description 

For spatially restricted lava infill (i.e. fill only up to where the plate deflects beneath the 

original surface) we numerically solve the fourth order flexure equation and with the implicit 

finite difference method described below:   

Following Turcotte & Schubert, (2002), the 4th-order flexural equation for deflection 

𝑤(𝑥) of a thin elastic plate under horizontal force 𝑃, vertical load 𝑞(𝑥), vertical shear stress 

𝑉(𝑥) and bending moment 𝑀	is:  

𝐷	
𝑑<𝑤(𝑥)
𝑑𝑥<

	= 	𝑞(𝑥) − 𝑃
𝑑�𝑤(𝑥)
𝑑𝑥�

(8)	 

Where 𝐷 is flexural rigidity and 𝐷 = 𝐸ℎ 12(1 − 𝜇�)⁄ . 𝐸 is Young’s modulus, ℎ is effective 

elastic thickness and 𝜇 is Poisson’s ratio. 𝑞(𝑥) = −𝛿𝜌�(𝑥)𝑔𝑤(𝑥) (negative sign due to 

downward as positive direction), where 𝑔 is gravitational acceleration, 𝛿𝜌�(𝑥) is the density 

difference between the densities of the substrate or the compensating layer 𝜌6 (either density of 

the mantle or the flowing lower crust) and the infilled materials 𝜌7a (either density of the 

volcanic infill (𝜌7) or the air (𝜌µ7¶)). This genral flexural equation for thin elastic plate is 

achieved by load balance:  

𝑞(𝑥)𝑑𝑥 + 𝑑𝑉	 = 0	 (9) 

along with torque balance:  

𝑃
𝑑𝑤(𝑥)
2 ∙ 2 − 𝑑𝑀 + 𝑉 ∙

𝑑𝑥
2 ∙ 2 = 0 (10) 

and moment curvature relationship:  

𝑀	 = −𝐷
𝑑�𝑤(𝑥)
𝑑𝑥�

(11) 

with constitutive equations assuming “thin plate” that 𝜎¹¹ 	= 		 𝜀ºº = 	0: 
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𝜀�� = −𝑦 )½¾(�)
)�½

(12) 

𝑀	 = � 𝜎��𝑦𝑑𝑦
¿
�

-¿�

(13) 

𝜀�� =
1 − 𝜇�

𝐸
𝜎�� (14) 

Let’s further assume there is no horizontal force (𝑃	 = 	0), the general flexural equation reduces 

to:  

𝐷
𝑑<𝑤(𝑥)
𝑑𝑥< = 𝑞(𝑥) (15) 

Then, further discretize the above equation using finite difference method at point 𝑖 

where 𝑖 = 1,2,3, . .. 𝑁 and 𝑁 is the total number of points, ∆𝑥 is the grid size of the model and 𝑤a 

is the discretized counterpart of 𝑤(𝑥):  

𝐷
1
∆𝑥<

*𝑤a(𝑖 + 2) − 4𝑤a(𝑖 + 1) + 6𝑤a(𝑖) − 4𝑤a(𝑖 − 1) + 𝑤a(𝑖 − 2)/

+𝛿𝜌�(𝑥)𝑔𝑤a(𝑖) = 0 (16)
 

with distributed load assuming at where 𝑤(𝑥) has a downward deflection:  

𝛿𝜌�(𝑥) = 𝜌6 − 𝜌7 (17) 

and when 𝑤(𝑥) has an upward or zero deflection (assuming 𝜌µ7¶ = 0): 

 

𝛿𝜌�(𝑥) = 𝜌6 − 𝜌µ7¶ = 𝜌6 (18) 

 

In addition, we assume either broken plate boundary conditions (BCs):  

BC1:  

𝑤(∞) = 	0	 ↔ 	𝑤a(𝑁) = 	0 (19) 
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BC2: 

𝑤Å(∞) = 	0	 ↔ 	𝑤a(𝑁 − 1) = 	𝑤a(𝑁) (20) 

BC3: 

𝑀(0) = −𝐷
𝑑�𝑤(𝑥)
𝑑𝑥�

(0) = 0 

																																																	↔ 			 (𝑤a(𝑖 + 1) − 2𝑤a(𝑖) + 𝑤a(𝑖 − 1))/∆𝑥� = 0																											(21) 

BC4: 

𝑉(0) = 	
𝑑𝑀
𝑑𝑥

(0) = −𝐷
𝑑;𝑤(𝑥)
𝑑𝑥;

	= 	𝛿𝜌)𝑔ℎ	 (22) 

Where 𝑖	 = 	3	to reach the leftmost grid point and because )
Æ¾^	
∆�Æ

(𝑖 − 0.5) = ¢)
½¾^	
∆�½

(𝑖) −

)½¾^	
∆�½

(𝑖 − 1)¥ _
∆�
= {𝑤a	(𝑖 + 1) − 3𝑤a(𝑖) + 3𝑤a(𝑖 − 1) − 𝑤a(𝑖 − 2)}/∆𝑥;	and where 𝛿𝜌) is the 

density difference between fluid (𝜌5) and solidified (𝜌)) dike and ℎ is the height of the dike and 

is assumed to be the same as the effective elastic thickness. 

Otherwise, for continuous plate boundary conditions BC1, BC2 and BC4 are exactly the 

same as broken plate boundary condition, BC3 differs in: 

𝑑𝑤
𝑑𝑥

(0) = 0 ↔ 𝑤a(1) = 𝑤a(2) (23) 

Based on the above discretization, an inverse problem of: 

𝑮𝒎 = 𝒅 (24) 

is set up. Where 𝑮	is an 𝑁	by 𝑁 matrix of the coefficients of deflections 𝑤a, 𝒎 is the 𝑁	𝑏𝑦	1 

vector for 𝑁	points of deflections 𝑤a and 𝒅 is the 𝑁	𝑏𝑦	1 vector of the right-hand side. Applying 

the finite difference method with discretization described above, the coefficients matrix can be 

found for 𝑤a	(𝑖 + 2), 𝑤a	(𝑖 + 1), 𝑤a	(𝑖), 𝑤a	(𝑖 − 1), 𝑤a	(𝑖 − 2)	as following:  
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when 𝑗 (row index for 𝑮) varies from 1	𝑡𝑜	𝑁 − 4, the remaining four rows are padded with the 

four BCs: 

for (𝑖 = 𝑗): 

𝑮(𝑗, 𝑖) = 1 (25) 

for (𝑖 = 𝑗 + 1): 

𝑮(𝑗, 𝑖) = −4 (26) 

for (𝑖 = 𝑗 + 2;𝑤a	(𝑖) < 0): 

𝑮(𝑗, 𝑖) = 6 + 𝛿𝜌�𝑔
∆𝑥<

𝐷
(27) 

for (𝑖 = 𝑗 + 2;𝑤a	(𝑖) ≥ 0): 

𝑮(𝑗, 𝑖) = 6 + 𝜌6𝑔
∆𝑥<

𝐷
(28) 

for (𝑖 = 𝑗 + 3): 

𝑮(𝑗, 𝑖) = −4 (29) 

for (𝑖 = 𝑗 + 4): 

𝑮(𝑗, 𝑖) = 1 (30) 

The remaining four rows when 𝑗 varies from 𝑁	 − 	3	𝑡𝑜	𝑁 are used to apply the four BCs 

mentioned above. The other entries of the G matrix are all zeros. The vector 𝒅 is all zero except 

for either one of the last four rows (say 𝑖 = 𝑁) is used to apply BC4 where 𝑑(𝑁) 	= 𝛿𝜌)𝑔ℎ. 

Solution to deflection 𝑤a is obtained by solving: 

𝒎 = 𝑮-𝟏𝒅 (31) 

In addition, we allow couple iterations with updated distributed 𝑞(𝑥) based on the 

calculated 𝑤(𝑥) until the solution converges to a stable profile. Once it reaches the stable 

solution of 𝑤(𝑥), we numerically integrate 𝑤(𝑥) following steps of (Buck, 2017) or equations 1-
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3 to get the dike-SDR interface and SDRs experience different amount of extension and loading. 

The NTP results and its quantitative comparison with ATP models are shown in Figure 3. 

A1-3. Tracer implementation in FLAC 

The 2D numerical models are calculated using a rectangular grid with a grid spacing of 1 

km. In order to obtain an accurate estimate of the SDR geometry we deploy 600 tracers every 

million year (a line of constant infill age) at the surface of the first half of the model domain so 

as to track the temporal evolution of the tops of particular model lava flows.  To do this we wrote 

two new subroutines to the original version of FLAC: particle_seed.f90 that initiates and deploy 

the tracers at the onset of model running and particle_move.f90 that describes how the tracers 

should move along with 7 other files being modified accordingly. 

The location of each tracer is recorded as a function of time. During each model time 

step, we first find which quadrilateral grid element the tracer belongs to. Each grid element is 

subdivided into four triangular regions. We then find the region that the tracer is in. We then 

apply barycentric interpolation to calculate the velocity of the tracer from the node points of the 

triangles it belongs to. Finally, we update the tracer’s location by integrating the tracer’s velocity 

with model time step. Iteratively doing so, we could update all the tracers’ location with time 

(e.g. Figure 7a). 
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A1-4. Benchmark between FLAC models and NTP models 

 

Figure S3. Elastic thick plate model benchmark. a. Model setup: Elastic thick plate 
benchmark with restricted lava infill. Model domain is 6 km thick and 100 km wide. 
Supported by winkler foundation of density 3000 kg/𝒎𝟑. The left boundary can freely move 
and the right boundary is fixed. The layer is elastic with density of 2800 kg/𝒎𝟑.  The dike has 
a density of 3000 kg/𝒎𝟑 and provide a downward load at the rift axis. b. Elastic thick plate 
benchmark results: The phase and horizontal deviatoric stress at 100 kyrs of model time. 
Positive stress means extensional. c. The locations of the SDR tracers are plotted on top of the 
numerical thin plate solution. The blue lines are SDR tracers with different model times 
with an interval of 1 kyr. The green line is the final steady state SDR reached at ~20 kyrs. The 
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red line is the result from numerical thin plate solution. d. Model convergence shows that 1 
km of grid size is optimized when considering both accuracy and computation time. Steady 
state deflection with different grid sizes. Inset shows the point averaged difference 
compared to the model with the highest resolution of 0.25 km grid size. 

  

 

Figure S4. The same as Figure S3 except for the Elasto-Plastic rheology. 
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Parameter names Value Unit 
Model Width 100 km 
Model Thickness 6 km 
Dike height 6 km 
Dike width 1 km 
Lamé constant (𝝀) 30  GPa 
Lamé constant (𝝁) 30 GPa 
Crustal density 2800 kg/𝑚; 
Dike density 3000 kg/𝑚; 
Lava infill density 2800 kg/𝑚; 
Substrate density 3000 kg/𝑚; 
# particles for SDR tracer 600 N/A 
Gravitational acceleration 
(g) 

10 m/𝑠� 

Table S1. FLAC model parameters for elastic plate. 

 

Parameter names Value Unit 
Model Width 200 km 
Number of node points 2001 N/A 
Height of dike 6 km 
Te 6  km 
Gravitational acceleration 
(g) 

10 m/𝑠� 

Young’s modulus 75 GPa 
# iteration 10 N/A 
Crustal density 2800 kg/𝑚; 
Dike density 3000 kg/𝑚; 
Lava infill density 2800 kg/𝑚; 
Substrate density 3000 kg/𝑚; 

Table S2. Numerical thin plate model parameters. 
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A1-5. The published MCS profiles used for calculating the Te based on the SDRs geometries 

For processing the depth-converted MCS profiles from published papers, we measure the Xf, 𝛾. 

Then we can calculate the corresponding Te for each profile.

 

Figure S5. Adapted from (Planke & Eldholm, 1994). 
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Figure S6.  Adapted from (Paton et al., 2017). 
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Chapter 2: How Intrusion and Crustal Flow Control the 

Topography of Continental Large Igneous Provinces* 

The Ethiopian and Columbia Plateaux are the surface expressions of the two youngest Large 

Igneous Provinces.  The Ethiopian Plateau is on average ~1.5 km higher than its peripheries 

whereas the average elevation within the Columbia plateau is ~0.7 km lower than its 

surroundings.  A simple semi-analytic model using the thin-channel approximations allow us to 

estimate the effect of lower crustal flow on expected plateau topography for a wide range of 

crustal rheologies and geotherms.  When the crustal flow rates are smaller than a critical level a 

long-lived high plateau results no matter the style of intrusion. A low plateau can form as a result 

of moderately fast lower crustal flow, with a significant fraction of intruded material that is 

mechanically attached to the strong upper crust.  These attached upper crustal loads pull the 

surface down to produce a low elevation plateau. We then employ a two-dimensional numerical 

thermal-mechanical model to more realistically simulate the crustal magma intrusion processes 

and quantify their effects on plateau topography. Intrusion is simulated by addition of materials 

with basaltic density and rheological properties as thickening sills.  The depth of each sill 

intrusion is based on the evolving crustal thermal, rheological and density structures. For an 

initial crustal geotherm estimated for average continental crust these models predict that magma 

intrusions lead to thickening of the buoyant crust and plateau uplift that persists for tens of 

 
 

 

 

* This chapter is in preparation for submission to the Journal of Geophysical Research. 
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millions of years, as seen for Ethiopia.  In contrast, for hotter geotherms, the loads of denser 

mafic intrusions in the upper crust drive sufficient lateral lower crustal flow to accommodate 

surface subsidence and generate a bowl-shaped basin. Assuming that the main phase of flood 

basalt eruptions occurs only when the average density for the crust above the sill exceeds the 

density of the fluid magma, the model can reproduce the synchronous subsidence and flood 

basalt extrusion inferred for the Columbia Plateau.     

2.1 Introduction 

Large igneous provinces (LIPs) form when voluminous magma (~106 km3) is emplaced 

as crustal intrusions and lava flows within a relatively short time (<~1 Myrs) (e.g. Bryan & 

Ferrari, 2013; Coffin & Eldholm, 1994). Their formation contributes to the initiation of 

continental rifting (Buck, 2006; Courtillot et al., 1999) and correlates with climatic excursions 

and mass extinctions (Courtillot & Renne, 2003; Jones et al., 2016; Wignall, 2001). LIPs span 

the Earth’s Phanerozoic history and are of global significance (Bryan & Ernst, 2008), shaping a 

great portion of the Earth’s surface topography and near-surface structures of nearly every 

continent and ocean by adding voluminous basaltic rocks either as flood basalt lava flows onto 

continental and oceanic regions or as mafic intrusions within the crust.  Examples of continental 

flood basalt provinces include the Siberian plateau in Central Asia, the Deccan plateau in South 

Asia, the Ethiopian plateau in Africa, and the Columbia plateau in North America. There are 

basaltic oceanic plateaus including the Ontong Java plateau in the Pacific Ocean, the Rio Grande 

Rise in the Atlantic Ocean or the Kerguelen Plateau in the Indian ocean.  Many rifted continental 

margins associated with subaerial LIPs are characterized by buried but subaerially emplaced 

massive volcanic lava flows seismically imaged as seaward dipping reflectors (Tian & Buck, 

2019 and references therein).  
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As the Earth’s topography is constantly being reshaped by surface erosion, the older the 

plateau, the stronger the modifications by surface processes. Here we focus on studying how LIP 

formation affects the topography of the two youngest and hence best-preserved continental flood 

basalt provinces: the Columbia Plateau (CP) that formed in the Miocene and the Ethiopian 

Plateau (EP) that formed in the Oligocene, with a main phase of flood basalt volcanism 

happening around 17 Ma (Kasbohm & Schoene, 2018) and around 30 Ma (Hofmann et al., 1997; 

Rooney et al., 2018) respectively. Despite their commonalities as the two youngest continental 

LIPs, they have distinctly different surface topographies: the EP has an average ~1.5 km bulge 

with radius of about 600 km (Figure 1a, c) whereas the CP shows a bowl-shape topography with 

a radius of about 200 km and a central depression of ~0.7 km (Figure 1b, d). 

Local isostatic compensation of magmatic thickening of the crust should result in a high 

plateau, so the formation of a low plateau is harder to understand. Two ideas for the formation of 

low elevation magmatically intruded crust involve density anomalies in either the crust or the 

mantle.  Perry-Houts & Humphreys (2018) propose that a phase change from lower crustal 

basaltic underplates to dense eclogite drives subsidence and results in the low elevation of the 

Columbia Plateau.  Sobolev et al., (2011) call on a mantle plume with anomalous composition of 

dense recycled oceanic crust to explain the lack of geological evidence of pre-magmatic uplift 

during the formation of the Siberian Traps. A simpler idea for the subsidence of the volcanic-

covered Eastern Snake River Plain was advanced by McQuarrie & Rodgers, (1998).  They 

suggested that lower crustal flow in response to the loads of crustal intrusion results in lower 

surface elevation compared to the surrounding crust.   

In this paper we investigate how lower crustal flow could affect the elevation of volcanic 

plateaux.  Specifically, we study how different crustal thermal and rheological conditions at the 
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time of a LIP formation affect volcanic plateau elevation.  Since seismic and petrologic data 

indicate that around 3 to 16 times more magma is intruded as is extruded during LIP formation 

(Coffin & Eldholm, 1994; Crisp, 1984; Ridley & Richards, 2010; Moore et al., 2018), we focus 

on how magma might be intruded.  We first consider a semi-analytic model of magmatic loading 

in which we use a thin channel approximation to simplify the treatment of lower crustal flow.  

Then, we describe results from a fully two- dimensional model of magma intrusion and crustal 

deformation. 

 
Figure 1. Digital Elevation Models (DEM) for Ethiopian Plateau (EP) (East Africa; a and c) 
and Columbia Plateau (CP) (West US; b and d) [Model data source: 15 arc second global relief 
(SRTM15+); resolution: ~500m; url:http://gmt.soest.hawaii.edu/doc/latest/datasets.html].  
Colorful dashed lines in a) and b) and grey lines in c) and d) are 36 topographic profiles 
centered at points 39.6E/8.5N (EP) and 119W/46.8N (CP). Each profile is 1200 km (EP) and 400 
km (CP) long, spaced with 10 degrees clockwise rotation and sampled every ~200 meters 
along the profile. Bold red lines in a) and b) are the mean of all stacked profiles. c) 
Topography map for Ethiopian Plateau from the DEM models. d) Topography map for 
Columbia Plateau from the DEM models. 

Ethiopian Plateau stacked topography Columbia Plateau stacked topography

a) b)

c)

d)
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2.2 Models and Results: 

We describe here a sequence of models starting from a simple qualitative and schematic 

model to a quantitative two-dimensional thermo-mechanical model with a limited number of 

assumptions. From the simple schematic model, we consider how strength of the lower crust 

might control volcanic plateau topography resulting from crustal magma emplacement. We then 

formulate a semi-analytic model to quantify the effects of variable thermal-rheological 

conditions on lower crustal flow and the development of volcanic plateau topographies. Finally, 

based on a narrower parameter space constrained by the semi-analytic models, we employ a fully 

2D thermo-mechanical model to more realistically simulate the process of intrusion, crustal flow 

and topography development.   

It should be noted that, in addition to crustal magma emplacement, the presence of hot, 

low-density mantle beneath the plateau crust could also contribute significantly to the high 

topography of the Ethiopian Plateau (Ebinger et al., 1989). However, as we will show below, 

with sufficient lower crustal flow, high plateaux should not persist regardless of their cause.  

The idea that basaltic intrusion could drive lower crustal flow was treated by McQuarrie 

& Rodgers (1998) to explain the subsidence of the East Snake River plain. Their model assumes 

that lower crustal flow has reached a steady-state lower crustal configuration (i.e. lateral pressure 

gradients in the lower crust are zero) and considers the flexure response given certain rectangular 

intrusive loads.  For our purpose of quantifying effects of crustal thermo-rheological conditions 

on the evolution of topography, however, it is important to include temporal evolution in the 

lower crustal flow calculations and we do so below.  
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2.2.1 Schematic model 

Our schematic model illustrates the importance of thermally controlled crustal viscosity 

structure and lower crustal flow during the development of volcanic plateau topography (Figure 

2a).  By considering extreme cases, we can estimate whether reasonable volumes of basalt 

intruded into continental crust could produce the observed magnitudes of high and low plateau 

elevations.  We assume only part of all intruded basaltic magma attaches mechanically to the 

upper crust that is too strong to flow significantly on any timescale of interest.  The fact that 

basaltic material is less dense than the underlying mantle means that addition of basaltic intrusive 

to the crust can generate a high plateau as long as the lower crust is too cold and strong to flow 

laterally (Figure 2a left).   However, if the lower crust can flow significantly on a timescale that 

is short compared to the age of the plateau then a low plateau can result (Figure 2a right).  This 

low plateau requires that the mechanically-attached intrusions are denser than the upper crust at 

the level of intrusions.  
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Figure 2. Schematic models. a): Intrusions of dense mafic magma into felsic crust can produce 
high versus low elevation plateaus depending on the initial thermal and viscosity states of 
the crust. The dark grey color represents mechanically strong lithosphere. The light grey 
color represents a low viscosity region that allows fast lateral crustal flow. The green color 
represents the mantle. b): Steady-state results for end-member cases. 𝒉𝒖𝒄, 𝒉𝒍𝒄	𝒉𝒔 are the 
thickness of the upper, lower crust and sill intrusions, ICC is the intrusion coupling 
coefficient (the percentage of the total sill thickness that is able to attach to the upper crust), 
and ∆𝒘 is the topographic offset. 

Cold, Brittle-Elastic
Upper Crust

Hot
Magma

Frozen
Sill

High heat flow
Low viscosity lower crust

Low heat flow
High viscosity lower crust

thinner lithosphere
allows lower crustal flowthicker lithosphere

hot lower 
crustal flow 

resists lower crustal flow

a. Schematic model concept:

b. Schematic model end-member cases results: 
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To quantify the possible plateau topography, we need to assume crust, mantle and 

intrusive densities.  Here we assume local isostasy and consider a simple initial layered density 

structure with upper and lower crustal densities 𝜌Ô6 = 2700	𝑘𝑔/𝑚;, 𝜌Õ6 = 2700	𝑘𝑔/𝑚; mantle 

density 𝜌Ö = 3300	𝑘𝑔/𝑚; and intrusive density 𝜌� = 3000	𝑘𝑔/𝑚; (Figure 2b).  For cold and 

high viscosity crust with negligible crustal flow, sill intrusions of total thickness ℎ� would cause 

thickening of the buoyant crust and a sustained surface uplift of ∆𝑤 = ℎ�	(1 −
+×
+Ø
).  Thus, to 

produce 1.0 km of positive elevation requires that 	ℎ� = 11	𝑘𝑚 (Figure 2b left).   However, for 

hot and low viscosity lower crust with ‘complete’ lower crustal flow that results in a flat Moho, 

sill intrusions would result in surface depression of ∆𝑤 = −ICC × ℎ�	(1 −
+1
+×	
).   In this case, to 

cause subsidence of the surface with ∆𝑤 = −0.7	𝑘𝑚 requires that ICC× ℎ� = 7.0	𝑘𝑚 (Figure 2b 

right).  

2.2.2 Semi-analytic model 

Two things are likely to complicate the simple end-member cases described above: (1) 

partial attachment of dense intrusives to the strong upper crust; and (2) lateral flow of lower 

crust.  The first of these is particularly complex and depends on the mechanics that control the 

depth at which intrusion occurs. We address this problem in the next section using thermo-

mechanical models.  Here, we assume that only a fraction ICC of intrusions fully attach to strong 

upper crust above a low viscosity lower crust.  Intrusions in the upper crust provide a downward 

load which results in a local increase of pressure in the lower crust.  The resulting pressure 

gradients drive lateral flow of the lower crust. To quantify the effects of variable initial thermal 

and rheological conditions on lower crustal flow and a range of volcanic plateau sizes, we use a 

one-dimensional (1D) thin-channel approximation to model the lower crustal flow, similar to that 
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used in numerous previous studies (e.g. Bird, 1991; Buck, 1991; Clark & Royden, 2000; Husson 

& Sempere, 2003). 

A mafic sill intruding felsic crust is likely to alter the crustal compositional and density 

structure in a complex way.  The crust can be partially melted and thus altered, and the intruded 

material may fractionate, with denser minerals separating from the liquid residue and possibly 

flowing downward into the deeper crust.  For simplicity we assume a two-layer density structure 

of the crust with upper crustal density 𝜌Ô6	being less than the density of solidified sill 𝜌� and the 

lower crust having a density 𝜌Õ6 equal to that of the solid sill (Figure 2b).  A fraction ICC of the 

total thickness of intrusion alters the upper crust to give it a density equal to the sill density.   

For sills that densify the upper crust and thicken the crust, the intrusion thickening of the 

crust results in a lateral lower crustal pressure gradient: 

𝜕𝑃
𝜕𝑥

= 𝑔∆𝜌∗
𝜕ℎ
𝜕𝑥

(1) 

Where h is the total crustal thickness including the intruded material of thickness ℎ�, and ∆𝜌∗ =

+Ý1(+Ø-+Ý1)
+Ø

 . To simulate the effects of lower crustal flow in response to this pressure gradient we 

first consider the standard cartesian derivation for channel flow and then modify it for the radial 

geometry that is more suitable to our problem. Following Buck, (1991) (see complete derivation 

in the Appendix), the temporal variation of crustal thickness ℎ(x) and topography is related to the 

flux 𝑄(𝑥) of the lateral lower crustal flow as: 

𝜕ℎ
𝜕𝑡

= −
𝜕𝑄
𝜕𝑥

(2) 

The flux	𝑄(𝑥) is can be related to lateral pressure gradients and thermal and rheological 

parameters of the lower crust as: 
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𝑄(𝑥) = −
𝜕𝑃
𝜕𝑥

𝑦&;

𝜂&
(3) 

where the Newtonian viscosity at the base of the crust is	

𝜂& = 𝐶 exp � à
áâØ

� (4) 

C is a pre-factor determined by material properties, E is the activation energy, R is the gas 

constant and 𝑇Ö is the temperature at the Moho. The length scale for viscosity changes is:  

𝑦& =
𝑅𝑇Ö�

𝐸 𝜕𝑇 𝜕𝑦⁄
(5) 

where 𝜕𝑇 𝜕𝑦⁄  is an assumed linear thermal gradient near the base of the crust. Combining 

equations 1-5 we get a simple diffusion equation for the evolution of crustal 

thickness:

ã¿
ã�
= 𝜅5

ã½¿
ã�½

(6) 

where the effective channel flow diffusivity for the lower crust is 𝜅5 =
∆+∗å¹�Æ

æ�
 . 

Derivation of equation 6 is based on a two-dimensional cartesian cross-section of the 

crust. It is natural to consider that sills intrude as axis-symmetrical thin but wide pancake-shaped 

bodies. We then assume radial symmetry in pressure and flow fields. This implies that there is no 

pressure gradient or flux in the cross-radial direction (i.e. tangential to the circumference). All 

fluxes are parallel to the radius. Given this new assumption, equation (2) changes to: 

𝑄(𝑟) = −
𝜕𝑃
𝜕𝑟
𝑦&;

𝜂&
× 2𝜋𝑟 (7) 

where r is the distance from the center of symmetry. 

Relating radial channel flow to topography in a ring from 𝑟 to 𝑟 + 𝑑𝑟 using mass 

conservation, equation 1 becomes: 



 
 

66 

𝜕ℎ
𝜕𝑡

= −
𝜕𝑄
𝜕𝑟

1
2𝜋𝑟

(8) 

Because the cartesian horizontal pressure gradient plays the same role as the radial 

pressure gradient we can write the radial version of equation 6:  

𝜕ℎ
𝜕𝑡

= 𝜅5 è
𝜕�ℎ
𝜕𝑟�

+
1
𝑟
𝜕ℎ
𝜕𝑟
é (9) 

Solving equation 9 with a numerical finite difference method yields temporal evolution of crustal 

thickness ℎ. Assuming local isostasy, surface topography change 𝑤(𝑥) can be calculated from 

crustal thickness ℎ(𝑥) and sill thickness in the upper crust ICC× ℎ�(𝑥) as:   

𝑤(𝑥) =
𝜌Ö − 𝜌Õ6
𝜌Ö

[ℎ(𝑥) − ℎ&] −
𝜌� − 𝜌Ô6
𝜌Ô6

𝐼𝐶𝐶 × ℎ�(𝑥)								(10) 

where ℎ& is the initial uniform crustal thickness before intrusion and ℎ� is the total amount of 

intruded sill thickness. 

 Equation 9 shows that the effective diffusivity for lower crustal flow, 𝜅5, is a key 

parameter that represents the combined effects of crustal density and rheology.  These effects 

should govern the rate of lower crustal flow and therefore how plateau topography develops in 

time. Meanwhile, equation 4 and 5 show that Moho temperature 𝑇Ö and temperature gradients 

control both 𝑦& and 𝜂&, which determine 𝜅5. Hence, here we only vary Moho temperature 𝑇Ö and 

geometric parameters (e.g. the crustal thickness, the model domain length L and the sill width 

𝑊�) while keeping other parameters fixed for all the cases considered.  We assume upper and 

lower crustal densities 𝜌Ô6 = 2700	𝑘𝑔/𝑚;, 𝜌Õ6 = 3000	𝑘𝑔/𝑚; a mantle density 𝜌Ö =

3300	𝑘𝑔/𝑚; and an intrusive density 𝜌� = 3000	𝑘𝑔/𝑚;. The temperature gradient is set to be 

30 K/km at the Moho.   The crustal rheological parameters are those experimentally determined 
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for wet quartzite (Kronenberg & Tullis, 1984) with activation energy E = 134 kJ/mol, pre-factor 

C = 3.1× 10__ Pa∙s and gas constant R = 8.31 J/[mol∙K] in equation 3.  

By easily calculating topographic profiles with many different combinations of variables 

the semi-analytic models allowed us to effectively narrow the parameter space for generating the 

observed plateau topography. We found model length L=200km, sill radius 𝑊� = 130 km and 

intrusion flux of 3.2 cm/yr lasting for 1 Myr best describes the CP system while L=700 km,  𝑊� 

= 480 km and intrusion thickening rate of 3.2 cm/yr lasting for 1 Myrs works best for the EP 

system. We assume ICC  = 0.2 for all model cases. We use elevation difference (∆𝑤) between 

the center and the edge of the plateau as the main model output to compare to the observations.   

Figure 3e shows the final ∆𝑤 at 5 Myrs for model cases with different values of the Moho 

temperature 𝑇Ö and fixed model length L and sill radius 𝑊�. For both CP and EP model widths, 

the model results share similar trends. For low values of Moho temperature 𝑇Ö, lower crustal 

flow is restricted and hence high plateau topography can be maintained for tens of million years.  

Low plateaux (or basins) form as for 𝑇Ö > 1037	℃ for the CP system and  𝑇Ö > 1169	℃ for 

the EP system. EP model setups with wider sills require hotter and lower viscosity lower crust to 

accommodate the more voluminous crustal addition from intrusion in order to produce a low 

elevation plateau (i.e. a basin). 
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Figure 3. Semi-analytic radially symmetric model results. a-d) Reference models that fit the 
topography data in Figure 1. a) and b): Bold black lines are the modeled final topography at 5 Myrs 
to compare with Ethiopian and Columbia Plateaux, respectively, whereas the bold red lines are for 
36 stacked data profiles shown in Figure 1. Each thin line is separated in model time of 0.1 Myrs.  c) 
and d): surface elevation offset ∆𝒘 between center and edge as a function of modeled time. e) and f) 
summary of model results for ∆𝒘 at the end of 5 Myrs model time as a function of Moho 
temperature Tm and characteristic time for lower crustal flow 𝝉𝑳𝑪. The solid blue star is for the 
model results that match the EP data (b) with a Tm of 1000℃, 𝝉𝑳𝑪 of 1.1× 𝟏𝟎𝟏𝟓	seconds and a final 
elevation offset ∆𝒘 of 1.5 km, the smaller empty blue stars are from other models with different Tm 
and 𝝉𝑳𝑪. The solid red dots are for the model result in (a) that fits the CP data with a Tm of 1200℃, 
𝝉𝑳𝑪 of 6.8× 𝟏𝟎𝟏𝟐 seconds and a final elevation offset of -0.7 km, the smaller red dots are from other 
models with different Tm and 𝝉𝑳𝑪. Note that the reference model that fits the CP data has model 
length L=200km, sill width 𝑾𝒔 = 130 km and intrusion flux of 3.2cm/yr lasting for 1Myr, while the 
reference model that fits the EP data has L=700 km,  𝑾𝒔 = 480 km with the same intrusion rate and 
time. Both EP and CP models with 𝝉𝑳𝑪 ≈ 𝟏𝟎𝟏𝟒	seconds produce plateaux topographic offset ∆𝒘 ≈ 𝟎 
km.  

When we show ∆𝑤 as a function of the characteristic time for lower crustal flow: 
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𝜏|ô =
𝑊�𝐻�
𝜅5

=
𝑊�𝐻�𝜂&
∆𝜌∗𝑔𝑦&;

	 (11) 

where 𝐻� is the total thickness of the sill intrusions, both series of models show “S”-shaped 

curves, for which 𝜏|ô ≈ 10_< seconds corresponds to a plateau of ∆𝑤 ≈ 0 km for both EP and 

CP systems (Figure 3f). This indicates that the characteristic time for lower crustal flow 𝜏|ô  is a 

robust parameter for predicting topography of models with different controlling parameters. Note 

that 𝜏|ô ≈ 10_< seconds is of the same order of magnitude as model end times of 5 Myrs. When 

𝜏|ô  of a model is an order of magnitude larger than the end time of interest, the intrusion induced 

pressure gradient within the lower crust is not fully relaxed by the lower crustal flow, resulting in 

an uplifted plateau at the end of modeled time. In contrast, when 𝜏|ô  of a model is an order of 

magnitude lower than the end time of interest, the intrusion induced pressure gradient within the 

lower crust is sufficiently relaxed by the lower crustal flow to produce a low plateau.  

From a series of model cases, we find the best fitting results are obtained with 𝑇Ö =

1000	℃, 𝜏|ô = 1.1 × 10_l	𝑠 and ∆𝑤 = +1557	𝑚 for the EP system (Figure 3a) and with 𝑇Ö =

1200	℃, 𝜏|ô = 6.8 × 10_�	𝑠 and ∆𝑤 = −710	𝑚 for the CP system (Figure 3b). Note that our 

semi-analytic model doesn’t include flexure and mass wasting, which can significantly smooth 

the topography to better fit observations. This limitation is addressed in the next section.  

2.2.3 Two-dimensional thermo-mechanical model 

To reduce the number of assumptions inherent in the semi-analytic model such as local 

isostasy, the thin channel approximation, a constant thermal structure, and a fixed fraction of 

intrusions attaching to the upper crust, we developed a fully 2D thermo-mechanical model that 

can account for sill intrusions and lower crustal flow. The model assumes finite strength of the 

lithosphere and regional isostasy. The model formulations are a combined result of recent model 
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developments in simulating SDRs formation (Tian & Buck, 2019) and crustal magma 

emplacements during LIP formation (Tian & Buck under review; chapter 3 of this thesis).   

We simulate topographic evolution and deformation of finite thickness lithosphere in 

response to magmatic emplacement using the numerical code FLAC (Fast Lagrangian Analysis 

of Continua) (Cundall, 1989). This approach allows us to consider the effects of elastic and 

nonelastic deformation including viscous flow and brittle‐plastic deformation. FLAC is a two‐

dimensional explicit hybrid finite element‐finite difference code that solves continuity, 

momentum balance, and heat equations. This code has been used to model strain localization for 

faulting in both two and three dimensions, with and without sedimentation (Choi et al., 2008; 

Choi & Buck, 2012; Tian & Choi, 2017) and to track heat advection and diffusion (Behn & Ito, 

2008; Lavier & Buck, 2002). Higher‐resolution tracers are deployed at the surface and move 

according to the velocity field. These tracers allow more precise quantification of the surface 

topography.  

We simulate the right half of a symmetric LIP (Figure 4a). The top boundary is shear and 

normal stress free. The bottom boundary is shear stress free and is supported by a Winkler 

foundation with normal stress equal to the pressure in the underlying inviscid asthenosphere 

calculated as the lithospheric pressure at the bottom-right corner of the model domain. We 

assume a density of 3400 𝑘𝑔/𝑚; for the inviscid substrate. Both the right and left boundaries are 

shear stress free with zero horizontal velocities.  

Brittle deformation is calculated with a Mohr‐Coulomb failure criterion with a plastic-

strain dependent friction angle.  As plastic strain increases from 0 to 0.6 the friction angle 

decreases from 30° to 10° and cohesion decreases from 60 MPa to 20 MPa. Ductile deformation 

follows either Newtonian or non-Newtonian rheologies. The viscosity 𝜂	(𝑃𝑎 ∙ 𝑠) is given by 𝜂 =



 
 

71 

𝜀̇
]
^	-_𝐴-_/a ∙ exp	[𝐸 𝑛𝑅(𝑇 + 273)] ∙ 10h⁄  where 𝐴	(𝑀𝑃𝑎-a ∙ 𝑠-_) is a pre-factor determined by 

material property, 𝐸	(𝐽/𝑚𝑜𝑙) is activation energy, n = 1 for Newtonian rheology, R is the 

universal gas constant of 8.314 (𝐽 ∙ 𝑚𝑜𝑙-_𝐾-_), and T is the temperature in degrees Celsius.  

 

Figure 4. Two-dimensional elasto-visco-plastic thermo-mechanical model setup and 
schematic illustration for how to determine sill intrusion depth Zin. a) model setup with 
color scales for phase number, density, temperature and viscosity. Upper crust 20 km thick 
with linear increasing density of from 2600 kg/𝒎𝟑 to 2825 kg/𝒎𝟑 underlying lower crust 20 
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km thick with a density of 2825 kg/𝒎𝟑 to 3050 kg/𝒎𝟑and either 10 or 40 km thick mantle of 
density 3200 kg/𝒎𝟑 and rheology of either Newtonian or non-Newtonian dry quartz or dry 
plagioclase (for crust) and dry olivine (for mantle) (Goetze & Poirier, 1978) (see 
supplementary table for parameter values). Model domain is H = 50 km or 80 km thick and 
400 km wide. Bottom boundary is supported by Winkler foundation with a density of 3400 
kg/𝒎𝟑. Both the left and right boundaries allow zero horizontal velocity and is free of shear 
stress. The hot and fluid sill has a density of 2800 kg/𝒎𝟑 and density increases to 
2900+200(Z/H) kg/𝒎𝟑 as it solidified at solidus of 1000 ℃. b) Initial condition of density, 
temperature and viscosity. c) Schematic illustration for sill intrusion depth determination. 

Magma intrusion is treated as thin but horizontally wide sill intrusions that thicken 

vertically at a spatially uniform rate. We assume a Gaussian-shaped magma flux in time: 

𝐹Ö(t) = FÖ& exp	(− (𝑡 − 𝑡&)� 2𝑐�⁄ ), where FÖ& = 15	cm/yr		is the maximum sill thickening rate 

at time 𝑡& = 170 kyrs. 𝑐 = 210û2 𝜋⁄  kyrs and controls the width in time of the Gaussian 

function. This prescribed flux result in all model cases having the same total sill thickness 𝐻� =

26.7	𝑘𝑚. Intrusion of the sill adds heat from magma at 1300 ℃ with a latent heat of 

solidification of 400 kJ/kg following Behn & Ito, (2008). Meanwhile, cooling due to 

hydrothermal circulation is approximated by enhancing the effective thermal conductivity by a 

factor of Nusselt number in regions shallower than 20 km. After the magmatic flux peaks, 

Nusselt number is assumed to increase linearly from 20 to 26 with plastic strain increasing from 

0 to 1.  

The sills have fixed widths 𝑊� = 200	𝑘𝑚 but intrude at evolving depths 𝑍7a based on the 

crustal sill-radius averaged density and thermo-mechanical conditions. For a column of magma 

rising through crust with density that increases with depth, the magma overpressure (magma 

pressure minus lithostatic pressure is defined here as driving pressure 𝑃)) will be greatest at the 

level of neutral buoyancy where density of fluid magma equals to the crustal density. However, 

if the rocks are cold and strong at this depth the magma should not be able to force a sill to open.  

We estimate the resistance to sill opening as resistance pressure (𝑃¶).  𝑃¶ depends partly on the 



 
 

73 

host rock temperature in that it controls whether magma will freeze before the sill intrusions can 

open. 𝑃¶ also depends on the composition and temperature controlling horizontal stress (𝜎¿(𝑧, 𝑡)) 

which acts normal to the vertical dike opening wall, because it controls where a vertical sill 

feeding dike is stopped due to smaller driving pressure relative to that of the horizontal 

compressive stress. We assume that a sill opens where the breakout pressure (𝑃þÿ = 𝑃) − 𝑃¶), 

namely the difference between the driving pressure 𝑃) and the resistance pressure 𝑃¶ is as large 

as the maximum breakout pressure (𝑃þÿ(𝑍7a) = 𝑃þÿÖ) (Figure 4c) (see Appendix 3 for details).   

As shown in the semi-analytic models, the major change of topography is predicted 

within a few Myrs of the cessation of intrusion and then is predicted to vary slowly. To save 

calculation expenses, we only simulate 800 kyrs of model time.  We vary the initial thermal and 

rheological conditions to see its effects on magma emplacement processes and topographic 

development. We assume different combinations of piecewise upper and lower crustal thermal 

gradients. Upper crustal (< 20 km) thermal gradients are varied with 20, 30, 40, 50 and 60 K/km 

and lower crustal (20 ~ 40 km) thermal gradients are set at either 15or 40 K/km. Different 

combinations of thermal gradients result in different averaged temperatures in the lower crust 

𝑇!|ô , which we consider as an important parameter for quantifying lower crustal flow. For initial 

crustal rheological parameters, we test either Newtonian rheologies or non-Newtonian rheologies 

of dry quartz (Brace & Kohlstedt, 1980) and the stronger dry plagioclase (Shelton & Tullis, 

1981).  

Two-dimensional numerical model results: 

For all model cases the sill intrusion depth follows a similar pattern as illustrated in 

Figures 5~7.  Sills intrude first in the lower crust, then gradually move to shallower depths as the 

magma flux increases and then downwards as the flux wanes.  Changes in sill depth lag the 
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magma flux changes by ~100 kyrs due to heat diffusion.  Though the same amount of magma is 

intruded the resulting topography for different cases can be markedly different. 

We categorize our model results using the values of final elevation difference ∆𝑤 

between the center of the intrusion and the far side of the model domain (i.e. the difference 

between the left and right sides of our cartesian models). Three modes of plateau topographic 

development are defined as: “High plateau” (∆𝑤 > 200	𝑚), “Flat plateau” (|∆𝑤| ≤ 200	𝑚) and 

“Low plateau” (∆𝑤 < −200	𝑚).   Figures 5 through 7 show the topographic development for 

model cases that illustrate each of the modes.  Those figures also show cross-sections of model 

properties of density, temperature, viscosity and phase at the end of each model run.  

Supplementary table rows 3,1, and 12 give the input properties of the “High plateau” (Figure 5), 

“Low plateau” (Figure 6) and “Flat plateau” (Figure 7) models. The other rows describe the 

remaining 9 model cases considered.  Supplementary videos show model cases in cross-sections 

with vertically exaggerated topography. 

Guided by semi-analytic model results, we again expect the characteristic time for lower 

crustal flow 𝜏|ô =
$×%×
&.

 (equation 11) to be a major controlling parameter for the 2D model 

behavior. The effective diffusivity for lower crustal flow is still calculated as 𝜅5 =
∆+∗å¹�Æ

æ�
 but 

we consider the average initial crustal density of 2825 𝑘𝑔/𝑚; as 𝜌6 and 𝜌Ö = 3200	𝑘𝑔/𝑚; 

which results in ∆𝜌∗ = 331	𝑘𝑔/𝑚;. The calculation of 𝑦& is the same as that of the semi-

analytic model. The calculation of 𝜂& is slightly different in that we use equation 𝜂 =

𝜀̇
]
^	-_𝐴-_/a ∙ 𝑒𝑥𝑝[𝐸 𝑛𝑅(𝑇 + 273)] ∙ 10h⁄  and assume an initial averaged lower crustal strain rate 

𝜀̇ = 10-_l[𝑠-_] with 𝑇 = 𝑇!|ô , the average temperature in the lower crust. Compared to the semi-

analytic models, the chosen combinations of thermo-rheological parameters for the 2D numerical 
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models have a similar span of 𝜏|ô  that ranges from 10_� seconds (32 thousand years) to 10_' 

seconds (32 billion years). 

With Newtonian rheology (Figure 8 symbols with a rectangle), when 𝜏|ô  is larger than 

the boundary value of ~10_<𝑠 (3.2 million years), “High plateau” mode results. For example, 

Figure 5 shows a model of “High plateau” mode of final topographic offset ∆𝑤 = 1234	𝑚. This 

model has an initial upper crustal thermal gradient of 30 K/km and lower crustal thermal gradient 

of 15 K/km, which results in an average lower crustal temperature 𝑇!|ô = 750 ℃ and 

characteristic relaxation time 𝜏|ô = 4.08 × 10_l s. In this model, the sill intrusion is blocked by 

the strong lithosphere with high viscosity and the lower crust cannot flow sufficiently rapidly. 

This crustal magma addition causes persistent uplift of the surface by thickening the crust. Note 

that the sill intrusion depth in this model (Figure 5) is qualitatively similar to that predicted by 

the 1D model presented in chapter 3 in that the sill intrusion depth first quickly becomes 

shallower to a minimum depth of 12.5 km as the magma flux increases, and then starts to deepen 

~130 Kyrs after the peak magma flux to a final depth of 26.5 km in the lower crust.  
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Figure 5. High plateau mode results with 𝝉𝑳𝑪 = 𝟒. 𝟎𝟖 × 𝟏𝟎𝟏𝟓 s. a) Plateau topography. b) Sill 
intrusion depth Zin and flux as a function of model time. c) Sill radius averaged model 
results for temperature and density. d-g) Model results for phase, density, temperature and 
viscosity respectively at 796 kyrs of model time.  
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With Newtonian rheology, by increasing upper crustal thermal gradient from 30 K/km to 

40 K/km, the average lower crustal temperature 𝑇!|ô  increases from 750 ℃ to 950 ℃ and 

characteristic time 𝜏|ô  decreases from 4.08 × 10_l s to 9.75 × 10_; s.  Since this is smaller than 

the boundary value of ~10_<𝑠 a low plateau results. For example, Figure 6 shows a model of the 

“Low plateau” mode with a final topographic offset ∆𝑤 = −596	𝑚. In this model, during the 

waxing of the magma flux the surface is uplifted to ~ 1km above the edge in the first 200 Kyrs 

but sill intrusion drives fast lower crustal flow in the mid-to-lower crust. Once the magma flux 

starts to wane, hydrothermal cooling causes solidification of the intrusion and densification of 

the mid-to-upper crust. This denser mafic intrusion provides a load that pulls the surface down. 

The subsidence of the uplifted surface is accommodated by lateral lower crustal flow and the 

surface becomes almost flat around 300 kyrs. As crustal flow continues, a basin 0.6 km deeper 

than the edge of the model domain is generated at ~700 kyrs. Note that the sill intrusion depth 

jumps downward at around 490 Kyrs and causes the average overburden density to become 

larger than fluid magma, causing major phase of flood basalt eruption.   In this case, the 

predicted flood basalt eruptions are accompanied by basin subsidence.  

Crustal rheologies play a stronger role in the formation of the “Flat plateau”. For 

example, with a strong upper crust of dry plagioclase rheology, but weak lower crust of dry 

quartz rheology, regardless of 𝜏|ô  (e.g. “Flat mode” Models in rows 7, 8, and 12 have 𝜏|ô  of 

1.15 × 10_; s, 2.58 × 10_� s and 1.87 × 10_l s (Figure 7), most of the sill intrusion remains in the 

weak lower crust and spreads out quickly to be evenly distributed, so the topographic offset ∆𝑤 

is small. Alternatively, with weak upper crust of dry quartz rheology and strong lower crust of 

dry plagioclase rheology (model in row 11), few intrusions are retained in the upper crust, and so 
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provide minimal loads for surface subsidence. In addition, the lower part of the weak upper crust 

allows fast lateral spreading of the intrusion and results in an even distribution of materials.   

 

Figure 6. Low plateau mode results with 𝝉𝑳𝑪 = 𝟗.𝟕𝟓 × 𝟏𝟎𝟏𝟑 s. a) Plateau topography. b) Sill 
intrusion depth Zin and flux as a function of model time. c) Sill radius averaged model 
results for temperature and density. d-g) Model results for phase, density, temperature and 
viscosity respectively at 796 kyrs of model time.  

2600

2800

3000

3200

D
en

si
ty

 [
kg

/m
3 ]

1

4
6
8

10

13

ph
as

e 
nu

m
be

r

0
200
400
600
800
1000
1200

T
em

pe
ra

tu
re

 [o C
]

16

18
19
20
21
22

24V
is

co
si

ty
 [l

og
10

 P
a 

s]
a) Topography

c) Sill radius averaged resultsb) Sill intrusion depth and flux 

Low plateau τLC = 9.75e+13 [s]

0 50 100 150 200 250 300 350
Distance away from center [km]

500

250

0

250

500

750

1000

1250

1500

T
o
p
o
g
ra

p
h
y
 [

m
]

Final w= -596 m; LOW Plateau

4 kyrs

100 kyrs

200 kyrs

300 kyrs

400 kyrs

500 kyrs

600 kyrs

700 kyrs

796 kyrs

0 100 200 300 400 500 600 700 800
Model time [Kyrs]

12

14

16

18

20

22

24

In
tr

u
si

o
n
 d

e
p
th

 [
km

]

Erupt time = 490 kyrs

at depth of 23.5 km

Zin init = 20.5 km

Zin min = 11.5 km

Zin final = 23.5 km

Zin mean = 16.9 km

0

2

4

6

8

10

12

14

In
tr

u
si

o
n
 f

lu
x
 [

cm
/y

r]

2600 2700 2800 2900 3000 3100 3200
Density [kg/m3]

0

10

20

30

40

50

D
e
p
th

 [
km

]

IUCCC=11%

0 kyrs

200 kyrs

400 kyrs

600 kyrs

799 kyrs

Pbkm

0 200 400 600 800 1000 1200
Temperature [°C]

0

10

20

30

40

50

D
e
p
th

 [
km

]

0 kyrs

200 kyrs

400 kyrs

600 kyrs

799 kyrs

Pbkm

Magma liquidus

Magma solidus

d)

e)

f)

g)

x

y



 
 

79 

 

Figure 7. Flat plateau mode results with 𝝉𝑳𝑪 = 𝟏. 𝟖𝟕 × 𝟏𝟎𝟏𝟓 s. a) Plateau topography. b) Sill 
intrusion depth Zin and flux as a function of model time. c) Sill radius averaged model 
results for temperature and density. d-g) Model results for phase, density, temperature and 
viscosity respectively at 796 kyrs of model time.  

2600

2800

3000

3200

D
en

si
ty

 [
kg

/m
3 ]

1

4
6
8

10

13

ph
as

e 
nu

m
be

r

0
200
400
600
800
1000
1200

T
em

pe
ra

tu
re

 [o C
]

16

18
19
20
21
22

24V
is

co
si

ty
 [l

og
10

 P
a 

s]

a) Topography

c) Sill radius averaged resultsb) Sill intrusion depth and flux 

Flat plateau τLC = 1.87e+15 [s]

x

y

d)

e)

f)

g)

0 50 100 150 200 250 300 350
Distance away from center [km]

500

250

0

250

500

750

1000

1250

1500

T
o
p
o
g
ra

p
h
y
 [

m
]

Final w= -73 m; FLAT Plateau

4 kyrs

100 kyrs

200 kyrs

300 kyrs

400 kyrs

500 kyrs

600 kyrs

700 kyrs

796 kyrs

0 100 200 300 400 500 600 700 800
Model time [Kyrs]

18

20

22

24

26

28

30

In
tr

u
si

o
n
 d

e
p
th

 [
km

]

Erupt time = 635 kyrs

at depth of 25.5 km

Zin init = 29.5 km

Zin min = 18.5 km

Zin final = 25.5 km

Zin mean = 21.4 km

0

2

4

6

8

10

12

14

In
tr

u
si

o
n
 f

lu
x
 [

cm
/y

r]

2600 2700 2800 2900 3000 3100 3200
Density [kg/m3]

0

10

20

30

40

50

D
e
p
th

 [
km

]

0 kyrs

200 kyrs

400 kyrs

600 kyrs

799 kyrs

Pbkm

0 200 400 600 800 1000 1200
Temperature [°C]

0

10

20

30

40

50

D
e
p
th

 [
km

]

0 kyrs

200 kyrs

400 kyrs

600 kyrs

799 kyrs

Pbkm

Magma liquidus

Magma solidus



 
 

80 

2.3 Discussion and Conclusions 

Figure 8 summarizes all the 2D thermo-mechanical model results according to the 

topographic offset ∆𝑤 at the end of model calculations as a function of the characteristic time for 

lower crustal flow 𝜏|ô . The overall behavior of the 2D models is similar to the simple results of 

semi-analytic models that show an “S-shaped” trend in that a high plateau results when 𝜏|ô  is 

large while a low plateau usually results for small values of 𝜏|ô   (Figure 3h and Figure 8). The 

characteristic time for lower crustal flow 𝜏|ô  is the single most important parameter for 

predicting model behavior by quantifying how important lower crustal flow can be, for 

accommodating the crustal magma emplacement and controlling surface subsidence. A boundary 

value of 𝜏|ô ≈ 10_<𝑠 (3.2 million years) separates all “low plateau” versus “high plateau” 

models, similar to the results of the semi-analytic models. When 𝜏|ô  is larger than the boundary 

value, within the time scale of interest, lower crustal flow is too slow to fully accommodate the 

crustal addition and a persistent “high plateau” results. In contrast, when 𝜏|ô  is smaller than the 

boundary value, any input that could cause surface uplift, due to either a thermal anomaly in the 

mantle or to crustal magma emplacement, will be relaxed by lower crustal flow and results in 

formation of a flat or low plateau.  

The key for the model to generate a low plateau rather than a flat plateau lies in how 

much magma intrusion can attach to and remain in the upper crust, and so pull the surface down. 

The more realistic 2D model results show several complications in the formation of low vs. flat 

plateau modes. First, the initial crustal thermal condition is important. If the crust is hot, the 

average sill intrusion depth is shallower and more magma is emplaced into the upper crust. 

However, this hotter thermal condition also causes a mechanically weaker crust. This makes sill 

intrusion attachment to the crust less probable. Instead intruded materials are more prone to 
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undergo density-driven foundering via a Rayleigh-Taylor instability. In contrast, if the crust is 

initially cold and mechanically strong, this allows better coupling between the sill intrusion and 

the upper crust.  In this case, the average sill intrusion depth is deeper, with less upper crustal 

intrusion. Sill intrusion is more likely to focus in the lower crust, which flows laterally, resulting 

in a flat plateau without loading the upper crust. Secondly, the 2D results indicate that the 

amount of dense sill material attaching to the upper crust controls whether a flat or a low plateau 

develops. We quantify the attachment by calculating the intrusion coupling coefficient (ICC) 

where  ICC =  (𝜌Ô6�!!!!!!− 𝜌Ô6_!!!!!!)/(	𝜌Ô656!!!!!!! − 𝜌Ô6_!!!!!!), where 𝜌Ô6_!!!!!!, 𝜌Ô6�!!!!!! and 𝜌Ô656!!!!!!! are average density of 

the initial upper crust,  average density of the upper crust at the end of model run, and average 

density of the upper crust if half of the sill intrusion material are able to attach to the bottom of 

the upper crust. For the cases considered here the maximum value of the ICC is ~0.2. In other 

words, at most 20% of the upper crust is replaced by sill materials. Our model results show that, 

when in low plateau mode, the higher the ICC, the larger the absolute value of the negative 

topographic offset ∆𝑤 (when comparing models in rows 5 and 6 or 9 and 11 where only upper 

crustal rheology parameters are changed). The control of ICC is complicated and warrants 

further investigation. Several factors are important, including the evolving sill depth which 

depends on the strength of the upper and lower crust, the density of intruded liquid magma, and 

the density of solidified basalt. For example, if the average sill intrusion depth is larger than 20 

km in the lower crust, a very low value of ICC results (e.g. models in rows 10 and 12 have ICC 

of 2% and 4%, and average sill intrusion depths of 25.2 km and 21.4 km). Higher ICC correlates 

in general with higher averaged crustal temperature as more magma is able to intrude the upper 

crust and retain at shallower depths. 
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Figure 8. Summary of thermo-mechanical model results for modes of volcanic plateau 
topographic development as a function of the characteristic time for lower crustal flow 𝝉𝑳𝑪. 
𝝉𝑳𝑪 ≈ 𝟏𝟎𝟏𝟒 s corresponds to the regime boundary between low and high plateaux, as 
constrained by the semi-analytic models. The reference models of ‘High’, ‘Low’ and ‘Flat’ 
modes are annotated with ‘Fig.5’, ‘Fig. 6’ and ‘Fig. 7’. Models with Newtonian rheologies are 
annotated with an empty rectangle. Row numbers in the table are annotated to the right of 
each symbol. 

 In light of detailed stratigraphy of the Columbia flood basalts, Reidel et al., 2013 

concluded that the flood basalts were emplaced during basin subsidence. Perry-Houts & 

Humphreys, (2018) propose that the low topography of the plateau results from a phase change 

in the lower crust.   They argue that lava flows load the crust and increase pressure, which in turn 

drives gabbroic lower crust to change to dense eclogite .  The dense eclogite then drives 

subsidence of the plateau. However, it is hard to see why this process would not drive subsidence 

of other LIP-related volcanic plateaux like the Ethiopian plateau.  Also, the high heat flow of the 

Basin and Range region adjacent to the Columbia Plateau may indicate that the lower crust there 

may be too weak to transmit vertical stresses.  In that case, the dense eclogite at the base of the 

crust would not load the surface and cause subsidence. Instead, our model shows that intrusion of 

mafic material into less dense upper crust can drive subsidence.  
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times as much mafic magma is apparently intruded than is extruded (Coffin and Eldholm, 1994; 

Crisp, 1984; Ridley and Richards, 2010). As discussed further in Chapter 3, our model considers 

that magma cannot be erupted unless the density of the material overlying a magmatic sill is 

denser than the fluid magma. The lower density of felsic continental crust relative to mafic 

magma then may mean that only when enough magma is intruded to heat and densify the crust 

via the accumulation of large, shallow intrusions can flood basalts erupt. In contrast andesitic 

magmas are lower in density than typical continental upper crust and so can extrude without 

significant accumulation of dense intrusions in the upper crust.      

Second, for the Columbia Plateau Basalts, the model explains why the bulk of the erupted 

lavas filled a subsiding basin.  As noted in the previous paragraph, in order to lead to surface 

extrusion, the model requires that a modest fraction of the intrusives attach to and replace part of 

the strong upper crust. If the lower crust is hot and weak enough to flow laterally on the time 

scale of intrusion, then the surface will subside before extrusion can begin.  

Finally, the present model may explain a recently identified time lag between global 

warming events and extrusion of LIP magmas.  A correlation between LIP events, climatic 

excursions, and major extinction events has long been noted.  Recent high-resolution dating of 

the age of LIP extrusives indicates that, for at least two LIP-climatic events, global warming 

began several hundred thousand years before the onset of the bulk of volcanism. For one of the 

largest LIPs, the Deccan traps, new data suggests that 75% of the flood basalts were emplaced 

after the Cretaceous-Paleogene (K/Pg) boundary (Sprain et al., 2019).  Global temperature proxy 

data suggests an average 2 oC global warming began ~360 Kyrs before the K/Pg boundary (Hull 

et al., 2020).  CO2 release from the youngest LIP, the Columbia River Basalts (CRB), is the most 

obvious trigger for the rapid global warming and ice sheet melting during the mid-Miocene 
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climate optimum (MCO; 17-14.7 Ma) (Holbourn et al., 2015). However, recent basalt 

chronology data indicates that 95% of the CRB was erupted after 16.7 Ma, ~300 kyrs after the 

onset of MCO (Kasbohm & Schoene, 2018). Thus, the new data for both the Deccan Traps and 

the CRB are inconsistent with the hypothetical causal link between LIP volcanism and global 

warming. Our models show that major eruptions of continental flood basalts may require 

densification of the crust by earlier intrusion of larger volumes of magma, compared to smaller 

volumes of lava during later eruption. Simple models in Chapter 3 show that magma 

crystallization and release of CO2 from such intrusions could produce global warming hundreds 

of thousands of years before the main phase of flood basalt eruptions. Consistent with many 

geological, geophysical, geochemical and paleoclimate data, our models suggest that the 

evolving crustal density has a first order control on timing of the major phase of continental 

flood basalt volcanism while underground degassing of CO2 during crystallization of earlier, 

larger volume of mafic intrusions plays a significant role in controlling the Earth's climate and 

habitability.  

Several things can be done in the future to improve models of intrusion and extrusion for 

LIPs and other volcanic systems.    For example, in the next stage of plateau models, the load of 

surface flows would be included just as in Chapter 1 where lava flow thickness and density are 

included to simulate the shape formations of seaward dipping reflectors.  Magma emplacement 

could also be trreated in a more self-consistent way: both the location and geometry of magma 

emplacement could be physically simulated based on the interactions between crustal thermo-

mechanical conditions and the magma supply rate, rather than being specified.  
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Chapter 3: Intrusion Induced Global Warming Preceding 

Continental Flood Basalt Volcanism* 

Temporal correlations between continental flood basalt eruptions and mass extinctions are well 

known 1. Massive carbon degassing from volcanism of Large Igneous Provinces can cause 

catastrophic global climatic and biotic perturbations 1–3.  However, recent more accurate dating 

of the Deccan Traps 4 and Columbia River Basalts 5 challenges this causal link by showing that 

global warming preceded the major phase of flood basalts eruptions by several hundred 

thousand years.  Here, we argue that major eruptions of continental flood basalts may require 

densification of the crust by intrusion of larger volumes of magma than are extruded.  Simple 

models show that magma crystallization and release of CO2 from such intrusions could produce 

global warming before the main phase of flood basalt eruptions on the observed timescale. Being 

consistent with many geological, geophysical, geochemical and paleoclimate data, our model 

suggests that the evolving crustal density has a first order control on timing of the major phase of 

continental flood basalt volcanism while the preceding intrusion induced underground degassing 

of CO2 plays a significant role in controlling the Earth's climate and habitability. 

  

 
 

 

 

* This chapter is under review at the journal Nature Geoscience. 
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3.1 Main Text 

By far the largest volcanic eruptions occur during the formation of continental flood 

basalts that define the surface extent of Large Igneous Provinces (LIPs). Major LIPs typically 

extrudes more than 106 km3 of magma within 1 million years 2. Estimates of carbon dioxide 

(CO2) concentrations in primitive LIP magma vary from 0.1 to ~2 weight percent 6, so that an 

LIP could release as much as 6 x1016 Kg of CO2. Such fluxes are enough to significantly warm 

the Earth’s climate 7. The emplacement of LIPs are widely recognized to be coeval with climate 

changes and mass extinctions events 1. These temporal correlations support the idea that flood 

basalt eruptions releasing massive amounts of greenhouse gases may cause climatic excursions 

and biotic crises.   

 Recent data indicate that for at least two LIP-climatic events global warming began 

several hundred thousand years before the onset of the bulk of volcanism. For one of the largest 

LIPs, the Deccan traps, new data suggests that 75% of the flood basalts were emplaced after the 

Cretaceous-Paleogene (K/Pg) boundary 4.  Global temperature proxy data suggests an average 2 

oC global warming began ~360 Kyrs before the K/Pg boundary 7 (Fig. 1a).  CO2 release from the 

youngest LIP, the Columbia River Basalts (CRB), is the most obvious trigger for the rapid global 

warming and ice sheet melting during the Miocene climate optimum (MCO; 17-14.7 Ma) 8. 

However, recent basalt chronology data indicates that 95% of the CRB was erupted after 16.7 

Ma, ~300 kyrs after the onset of MCO 5 (Fig. 1b). The new data for both the Deccan Traps and 

the CRB is inconsistent with the hypothetical causal link between LIP volcanism and global 

warming.   
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Fig. 1 | Decoupled global temperature change and major phase of flood basalt eruptions. a, 
across the Cretaceous-Paleogene (K/Pg) boundary at ~66.04 Ma, the onset of global warming 
predates the major phase of Deccan Trap volcanism (75% of total volume) by ~360 kyrs. b, 
Onset of Miocene Climate Optimum (MCO) predates the major phase of Columbia River 
Basalts (95% of total volume) by ~300 kyrs. Global temperature change across K/Pg is from 
Ref 7 and temperature proxy benthic 𝜹𝟏𝟖𝑶 during Miocene Climate Optimum is from Ref 9. 

Volcanoes are pathways for magma to reach the Earth’s surface, but for many volcanoes 

more magma is intruded than is erupted 10–12. For continental LIPs, geophysical data indicates 

that from 3 to 16 times more magma is intruded as is extruded 2,13,14.  For example, below the 

Deccan Traps and the CRB higher-than-normal seismic velocities indicate voluminous mafic 
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crustal intrusions 15–17.  Geochemical studies of the CRB also indicate up to 85% of total magma 

volume are emplaced within the crust 18. 

Crystallization releases nearly all carbon dioxide dissolved in basaltic magma 19,20. Gas 

released from solidifying intruded magma should traverse the overlying crust through fractures, 

faults and hydrothermal vents 21, as is seen at Yellowstone 22 or the East African Rift 23. Thus, 

the intrusion and solidification of millions of cubic kilometers of basaltic LIP magma would 

release far more CO2 than released by extrusion.  If the intrusion precedes extrusion it would 

explain the recent results showing global warming preceding LIP surface flows.  

Geochemical studies indicate that mantle-derived magma resides for thousands of years 

in crustal magma chambers or sills at various depths before it extrudes 24. For extrusion, the 

pressure in such magma reservoirs must be greater than the hydrostatic pressure at the base of a 

column of magma from the surface to the reservoirs.  The long-term average pressure in a 

magma reservoir should equal the lithostatic pressure (the average density of the overlying crust 

times the acceleration of gravity and the depth below the surface).  Magma reservoirs can be 

‘overpressured’ relative to lithostatic pressure, but it is difficult to maintain overpressure if 

magma reservoirs are large and/or are surrounded by low viscosity crust 25,26.  For many LIPs 

crustal intrusions are thought to be very large, with lateral dimensions up to ~103 kilometers 

14,17,27 so that overpressures should be negligible. Thus, large flood basalt extrusions may only 

happen when the average overburden density is greater than the magma density.  

Particularly clear evidence for the importance of crustal density in controlling eruptions 

comes from plate spreading centers. Constraints on the depth of axial magma chambers (AMCs) 

and the crustal density structure at oceanic spreading centers are superior to those for continental 

magma bodies due to the greater resolving power of marine seismic methods.  AMCs are fairly 
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small (~1 km wide) and are seen to lie at or below the depth where the average overburden 

density equals magma density, a depth that is termed the ‘level of eruptibility’ 28,29.   

 

Fig. 2 | Illustrations of relations between seismic velocities, densities and pressures in 
typical continental crust (a-d) and the crust under the Deccan LIP (e-g).   a, shows average 
continental P-wave velocity (dashed) from ref. 30 with linear fit (solid) and b, density 
estimated assuming a linear relation between velocity and density.  Magma density is from 
ref. 31. P-wave velocity e and density f profiles beneath Deccan Traps are converted from refs. 
15,16 using a Vs to Vp relationship (ref. 32). Schematic pressure is shown without a scale to 
allow the difference between lithostatic (dashed) and ‘magmastatic’ to be visible.   

Continental crustal density generally increases with depth and so the average density of 

overburden also increases with depth. Figure 2a shows the average seismic compressional wave 

velocities in continental crust with depth based on global seismic experiments 30. Their 

comprehensive analysis yields a linear regression fit between seismic velocity and density for 
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crustal rocks at different depths and Fig. 2b shows the density structure based on the seismic 

velocities assuming such a linear relationship. Upper continental crust is composed of ‘felsic’ 

rocks rich in low density minerals like quartz and feldspar while the lowermost crust is less felsic 

and so denser.  Assuming a typical basaltic magma density of 2800 kg m-3 and a crustal density 

structure shown in Fig. 2b there should be enough pressure for eruptions only if the magma is 

sourced from reservoirs like sills that are deeper than the ‘level of eruptibility’ at 27 km (Fig. 

2c). For sills at shallower depths (Fig. 2d) the magma should not reach the surface even with an 

open conduit to the surface  

Seismic velocities and densities beneath several LIPs are significantly higher than for 

typical continental crust. Figure 2e shows estimated compressional wave velocities based on a 

profile of crustal shear velocities beneath Deccan Traps 15,16,32.  Applying the same linear 

velocity to density conversion, we find that the densities of the upper crust are markedly greater 

than that of average crust (Fig. 2f).  This increase in upper crustal density means that magma 

from relatively shallow sills should be able to erupt (i.e. the ‘level of eruptibility’ is shallower, 

Fig. 2g).  The denser crust of LIPs is likely due to basaltic crustal intrusions 15,16  

We suggest that crustal densification due to voluminous magma intrusion and 

solidification is necessary to allow extrusion of continental flood basalts. The massive magma 

flux for an LIP is thought to originate in active upwellings of hotter-than-normal mantle 33.  

Partial melting occurs as mantle rises and so pressure decreases.  The short duration of LIP 

magmatic events indicates that the plume induced melt flux increases and then decreases on a 

time scale shorter than a million years.  The heat from the magma enables an intruded sill to heat 

up the overlying crust and allows rapid decrease in the intrusion depth during the phase of flux 

increase. As the melt flux wanes the crust above a sill should cool and the sill intrusion depth 
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deepens.  Through this shallowing and deepening cycle, dense solidified mafic intrusions are 

emplaced into the crust, shifting the level of eruptibility.  

Precise controls on sill opening depths are controversial, but temperature structure is 

almost certain to be a critical factor. Temperature affects the strength of rocks that must be 

deformed to allow opening.  Temperature structure also controls the rate of cooling of magma in 

sills.  Both effects mean that the hotter the crust the shallower the minimum depth of sill 

opening.  Analytic relations between the heat released from intrusion and the steady-state 

temperature structure of the crust, described in the Methods, show that reasonable magma flux 

variations can produce the kinds of changes in sill depth required to cause extrusion late in the 

emplacements of an LIP.   

Because crustal thermal structure does not respond instantaneously to changes in 

magmatic heat input, we need a time dependent model that includes diffusion and advection of 

heat as well as reasonable assumptions about controls on sill depth.  The key question to test is 

whether a model can produce a major phase of extrusion starting a few hundred thousand years 

after the onset of detectable global warming that are caused by the CO2 degassed from the 

preceding crustal magma intrusions.    

We have experimented with several numerical sill intrusion models that can produce 

results that are consistent with observations but here we only discuss one that builds on a recent 

‘multi-sill’ approach 34. The model assumes Moho level magma reservoirs 25 feed crustal sill 

intrusions that change the thermal and compositional structure of the crust.  A new feature of our 

model is that it explicitly determines the depth of each sill intrusion. The onset of a shift of LIP 

magma emplacement from mostly intrusion with high frequency, episodic and small volume 

eruptions to mostly low frequency, stable and large volume eruptions 35 is established when two 
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necessary conditions are met: first, the overburden of an active sill is on average denser than 

melt; second, the upward migrating magma from the shallowest active sill is not intruded 

laterally before reaching the surface. The model also assumes that the magma flux follows a 

Gaussian function in time and that magma solidifies shortly after emplacement. This 

solidification releases most CO2 dissolved in the magma into the atmosphere.  A standard Long-

term Ocean-atmosphere-Sediment CArbon cycle Reservoir Model (LOSCAR) 36 is used to 

compute the effect of this CO2 flux on global temperatures (see Methods for details).  

The crustal magma sill intrusion system develops in four stages (Fig. 3). At stage one, the 

first sills are intruded into the mid-crust, warming the country rock and densifying the intruded 

region. As the melt supply increases, sills intrude at progressively shallower depths. The average 

density of the overburden of the intruding sills remains less than the magma density, so there are 

no major eruptions. Meanwhile, CO2 exsolves from the cooling and solidifying melt and adds to 

the atmosphere.  

Between stages one and two, a series of sills are emplaced upwards between ‘sill 1’ and 

‘sill 2’ as melt flux increases. Significant heat is added to the crust at regions with sill intrusions. 

Again, there is no eruption at this time as the average density of the overburden is still less than 

that of magma.  At stage three, as a series of sills are intruded into the mid-to-upper crust, 

hydrothermal circulation that transports heat to the surface increases its vigor due to the higher 

thermal gradient and permeability resulting from fractures induced by sill intrusions. However, 

the magma flux begins to decrease. Sill intrusions cannot exist shallower than the depth where 

heat lost to the surface is sustained by heat input from sill intrusions. Still no eruptions occur 

because the density of magma is still greater than the depth-averaged density of crust above the 

intruding sill. 
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Fig. 3 | One dimensional thermo-mechanical model results showing the changes in crustal 
temperatures and densities due to evolving sill intrusions.  𝒁𝒊𝒏 is the intrusion depth, 𝑭𝒎 is 
the magma flux, 𝝆𝒐𝒃!!!!! is the average density of the overburden and 𝝆𝒎 is the magma density.  
The numbers 1 to 4 correspond to the stages of the system developments described in the 
text. 

 After several hundred thousand years of intrusion, the magma supply wanes while 

hydrothermal circulation is still vigorous. The intruded upper crust cools, solidifies and becomes 



 
 

98 

denser and stronger. The resistance to sill intrusion increases at shallow depths. At this point 

(stage four), sills intrude deeper into the hotter and weaker crust (Fig.3 ‘sill 4’). The average 

overburden density is now higher than that of fluid magma. With the densified and stronger crust 

preventing lateral intrusions above the active sill, magma from the intruding sill can directly 

erupt to the surface. 

Figure 4 shows results from one model run that predicts a global warming signal similar 

to that seen for the Deccan Traps. The coupled LOSCAR model indicates that the intrusive CO2 

initiates a ~2 degrees global warming ~300 Kyrs before the major phase of LIP volcanism. The 

time lag between the onset of predicted warming and the main extrusive phase depends on 

several model parameters, including: the magma flux through time; the radius of magma sills; 

the initial thermal, compositional and density structures of the crust and the efficiency of 

hydrothermal heat transport in the shallow crust.  Without assuming vigorous effective 

hydrothermal cooling of the shallow crust, the modeled time lag between intrusive and extrusive 

onsets is longer than observed. 
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Fig. 4 | Time series of modeled global temperature and erupted flux of flood basalts. a, sill 
intrusion depth and the timing of transition from mostly intrusion to major phase of 
extrusion, predicted by the thermo-mechanical model described in the Methods, given the 
indicated melt flux with time. b, modeled CO2 outgassing flux and the predicted extrusive 
flux. c, global averaged atmospheric CO2 concentration with time predicted by the LOSCAR 
climate model. d, global temperature change predicted by the LOSCAR model along with the 
extrusive flux with time to compare with the observation in Fig. 1a. 
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Our model suggests that intrusion induced densification of the continental crust is 

necessary for large-scale flood basalt eruptions. Massive CO2 degassing from the solidifying 

intrusion can cause global warming. This provides a possible explanation for the decoupled 

climate signal and flood basalt flux. It could also help explaining main phase of several mass 

extinctions predates the onset of their related LIP eruptions 37.  

Several observations support our model.  A key assumption that CO2 exsolves at depth as 

magma crystalize is supported by a recent melt inclusion study of LIP lavas which indicates mid-

to-lower crustal exsolution of the bulk of CO2 20. Another requirement of the model is that 

magma sill intrusions should migrate upwards and downwards within several hundred kyrs to 

densify the crust and induce the state shift of magma emplacements.  That even modest sized 

mantle plumes can produce shallow magma emplacement is evidenced by seismic data indicating 

a large volume of partially molten crust less than 10 km below Yellowstone where high heat flux 

up to 2000 mWm-2 was also reported 22.  Additionally, petrological studies of the Deccan Traps, 

the CRB and some other LIPs reveal a common trend of increasing primitiveness of the erupted 

magma with time 18,35,38. This trend is consistent with our model in that early smaller volume 

extrusions should interact more with the crust while later major flood basalts do not reside for 

long periods in the crust.  

Many previous studies assume the main climatic effect of LIPs results from the carbon 

liberated by surface lava flows.  Because the volume of CO2 released directly from such flood 

basalts may be less than is needed to produce observed increases in global temperatures, several 

groups invoke sources of extra carbon including ‘cryptic’ degassing 39 either by sill intrusion 

heating of carbon-rich sedimentary strata 21 or by a carbon-rich plume melting releasing CO2 

deep in the mantle 40.  However, besides requiring high carbon concentrations, these authors do 
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not quantify the climatic response of the CO2 release and explain the time lag between the global 

warming and the major eruption phase. As noted earlier, the volume of magma intruded deep in 

the crust during LIP formation may be an order of magnitude greater than that reaching the 

surface.  Thus, the CO2 released from those deep intrusions may be the main driver of the 

observed global warming and associated extinction events.   

Magmatic processes are undeniably far more complex than the crude models considered 

here.  However, the simple models described here show that reasonable changes in the thermal 

and density structures of the crust during massive magmatic events could lead to the bulk of 

intrusion happening before the major phase of continental flood basalt extrusions on the 

observed time scale of several hundred thousand years.   
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Appendix 3: Methods 

To consider the timing between flood-basalt volcanism and global climate response due 

to emplacement of a Large Igneous Province (LIP), we develop two versions of a thermo-

mechanical sill intrusion model. For a given variable magma flux with initial crustal thermal, 

density, compositional structures, these models estimate temporal changes of the density and 

thermal structure of continental crust.  These changes govern the predicted onset of the major 

phase of flood basalt volcanism.  The model CO2 degassing flux is then used as an input variable 

to the Long-term Ocean-atmosphere-Sediment CArbon cycle Reservoir Model (LOSCAR) 36,41 

for its climatic response.  

As described in the main text, a key assumption of the model is that the initiation of the 

major phase of flood basalt volcanism is declared when two conditions are met: first, the 

overburden of an active sill is on average denser than melt; second, the upward migrating magma 

from the shallowest active sill is not intruded laterally before reaching the surface. The first 

condition is determined by the crustal density structure and the depth of the intruding sill and the 

second condition is controlled by the thermo-mechanical state of the crust.   

A sill intrusion of basaltic magma into continental crust affects both the thermo-

mechanical state and density structure of the crust, which further affects where the following sill 

intrusions are most likely to happen and whether the two necessary conditions are met for large-

scale flood basalt eruptions to occur. Here we first give details of a simplified analytic model and 

then a more complex multi-sill model that treat such intrusion related crustal changes.  The 

purpose of these models is to see whether a model with reasonable assumptions and parameter 

values can produce significant magma intrusion followed by flood basalt eruption several 

hundred thousand years later.  A key output is the predicted time lag between the onset of 
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significant global warming signal related to CO2 release from solidifying magma intrusion and 

the onset of major phase of flood basalt extrusion.  Before describing the simplified analytic 

model and the more complex multi-sill model we describe the assumptions and parameter values 

common to both approaches. 

A3-1. Common Model Features 

One-dimensional Thermal Model 

We treat crustal magma emplacement as numerous discrete basaltic sill intrusions similar 

to previous models 34,42. We assume that each magma sill is emplaced instantly at its liquidus 

temperature and only account for the vertical transfer of heat, mass and stress. The assumption of 

instant emplacement is reasonable because thermal diffusion is much slower than the 

propagation of a sill intrusion. Only considering the changes in vertical 𝑧-axis direction is 

justifiable when a sill has a lateral dimension much larger than its thickness and depth so that the 

lateral heat transport is negligible.  This wide but thin geometry of sills also allows us to neglect 

flexural response due to the loads of intrusions, which is small when compared to vertical 

movement of isostatic adjustment. The initial crustal thickness is taken to be close to the global 

average of 40 km 30.  The surface is always kept at 0 ℃.  Convection of water through pore 

spaces in the shallow crust is considered to enhance heat transfer and we follow other workers 

(refs. 43,44) who approximate this effect by taking the effective conductivity of the crust to be 

multiplied by a factor 𝑁𝑢 (after the Nusselt number for steady-state convection).   

  The evolution of temperatures with depth and time t are described by the one-

dimensional heat equation: 

𝜕𝑇(𝑧, 𝑡)
𝜕𝑡 = 𝑁𝑢(𝑧, 𝑡)𝜅

𝜕�𝑇
𝜕𝑧� − 𝑣(𝑡)

𝜕𝑇
𝜕𝑧 +

𝐻Ö
𝜌(𝑧)𝐶5

	 (1) 
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where 𝑇(𝑧, 𝑡) is temperature as a function of depth 𝑧 (positive downward) and time 𝑡, 𝑁𝑢(𝑧, 𝑡) is 

a dimensionless pre-factor describing enhanced heat transfer efficiency as a function of depth 𝑧 

and time 𝑡, thermal diffusivity 𝜅 = 10-h	[𝑚� 𝑠⁄ ]	, 𝑣(𝑡) is the downward advection velocity of 

crust beneath the intruding sill and is equal to the sill thickening rate 𝐹Ö(𝑡) which is also the 

magma supply flux per unit area. 𝐻Ö with a unit of [𝑊 𝑚;⁄ ]	is the heat liberation or storage rate 

which accounts for heat liberated on cooling and solidification of basaltic melt and heat stored on 

melting of solid basalt. 𝜌(𝑧) is density and 𝐶5 = 1400	[𝐽/(𝑘𝑔 ∙ 𝐾)] is specific heat. The magma 

in sills is assumed to solidify shortly after emplacement as the time scale for thermal diffusion of 

a hundred-meters-thick sill is two orders of magnitude shorter than the observed time lag 

between onsets of warming and eruption. Here, for simplicity, we ignore the crustal radiogenic 

heat production.  

Assumed Magma Flux 

The flux of magma added to the crust is taken to vary in time according to a Gaussian 

function with a constant tail: 

𝐹Ö(t) = 6FÖ
& exp	(− (𝑡 − 𝑡&)� 2𝑐�⁄ ), t < 𝑡_

FÖ_ , t ≥ 𝑡_
(2) 

where FÖ& 		is the maximum flux at time 𝑡& and FÖ_  is the constant flux after time 𝑡_ when t > 𝑡& 

and FÖ& exp(− (𝑡_ − 𝑡&)� 2𝑐�⁄ ) = FÖ_ , 𝑐 controls the width in time of the Gaussian function. 

FÖ& exp(− (𝑡 − 𝑡&)� 2𝑐�⁄ ) represents the crustal magma intrusion flux being generated by a 

mantle plume head and FÖ_  represents a plume tail induced magma flux.  In our one-dimensional 

treatment the flux has units of volume flux/area ([m/s]).  

Assuming a radius R of the circular disk-like sill intrusions, the volume flux of magma 

intrusion is then easily calculated as 𝑉Ö(𝑡) = 𝐹Ö(t)𝜋𝑅�. 𝑅 is assumed to be 1000 times of the 

thickness of the sills emplaced during one modeled intrusion episode. Studies on concentrations 
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of Ba and Nb in picrites suggest a 0.1~2 weight percent (wt%) of CO2 concentration in the 

original mantle derived magma 45,46 and we here assume this concentration to be 1.5 wt% for the 

multi-sill model and 1.2 wt% for the analytic model, with degassing efficiencies of 55% for 

intrusion and 70% for extrusion 6,47, depending on the timing of declaration of main phase of 

flood basalt eruptions, the model results in a time series of CO2 outgassing flux (Fig. 4b). The 

modeled CO2 outgassing flux is then used as an input into a multi-box long-term carbon cycle 

and climatic response model described below. 

The initial density structure of continental crust 𝜌6(𝑧, 𝑡 = 0) is simplified according to 

ref. 30 with a linear fit that increases from 2650	𝑘𝑔/𝑚; at the surface to 3100	𝑘𝑔/𝑚; at the 

Moho at 𝐿8 = 40	km (Fig. 2b). The crustal density structure 𝜌6(𝑧, 𝑡) changes with intrusions of 

fluid magma of 2800	𝑘𝑔/𝑚; which increases to a depth dependent density 𝜌�(𝑧) = 2900 +

200 × ( º
|9
) 𝑘𝑔/𝑚; for solidified basalt (Fig. 3).  

A3-2. LOSCAR climate model 

 We use the Long-term Ocean-Sediment CArbon Reservoir model (LOSCAR), v 2.0.4.3 

36,41 to simulate the global temperature response to the CO2 outgassing during an LIP 

emplacement. Our model setup and parameters follows that of refs. 7,48.  Specifically, we set 

[Mg2+] = 42 mmol/kg and [Ca2+] = 21 mmol/kg as equilibrium constants for carbonate 

chemistry calculations for K/Pg seawater. Sediment depth resolution was divided with the 

standard 500 m interval rather than the previously used more finely subdivided 100 m depth 

intervals because both show similar results but the models with a finer resolution take more than 

twenty times longer in our cases. The exponential constant (𝑛�7) used in the silicate weathering 

feedback equation was 0.6 following refs. 7,48. A pre-event baseline pCO2 of 600 ppm was used 

after refs. 7,48 by restarting the model with pre-calculated steady state model parameters. The 
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calculated global temperature response due to CO2 outgassing from the LIP emplacement is 

presented in Fig. 4d of the main text. Note that exact curve fitting of the global temperature 

could be possible but is not the point of this study, rather, we here try to demonstrate 

quantitatively with reasonable and well-studied controlling parameters that our coupled sill 

intrusion and LOSCAR models are capable of predicting similar patterns of climate and LIP 

behaviors when compared to the observations. 

A3-3. Analytic sill intrusion model 

 To demonstrate the plausibility of our conceptual model for significant intrusion before 

continental flood basalt extrusion we first consider a simplified analytic version based on a 

balance of thermal energy.  The temperature structure of the crust above intruding sills is 

assumed to reach steady state (𝜕𝑇(𝑧, 𝑡)/𝜕𝑡 = 0) immediately with the changes of magma supply 

flux. This is purely for the sake of analytic simplification and induces inaccuracy in time for 

temperature changes, which is treated more realistically in the multi-sill model described later. 

For this approach the domain of interest is between the surface and the top of an intruding sill so 

we neglect effects of downward crustal advection beneath the intruding sill (𝑣 = 0). Over this 

domain, we only consider the liberation of heat (𝐻Ö (𝜌(𝑧)𝐶5)⁄ ) from the sill as a bottom heat 

flux boundary condition and temperature correlates linearly with depth. The thermal equation 1 

is then simplified to: 

𝑁𝑢(𝑧, 𝑡)𝜅
𝜕�𝑇
𝜕𝑧�

= 	0 (3) 

Integrating equation 3 with respect to depth z and assuming that at the bottom boundary 

the heat flux (𝑄�7ÕÕ) is sourced from the cooled and solidified sill with a constant 𝑁𝑢 yields: 

𝑁𝑢 × 𝑘
𝜕𝑇
𝜕𝑧

= 	𝑄�7ÕÕ (4) 
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Where 𝑘 = 𝜅𝜌5𝐶5 = 3.3	[W 𝑚𝐾⁄ ]	is the constant thermal conductivity of crustal rocks. The heat 

flux coming from the sill is taken to be: 

𝑄�7ÕÕ = 𝐹Ö(𝑡) × 𝜌5*𝐿 + (𝑇Õ − 𝑇�)𝐶5/ (5) 

where 𝜌5 = 2800[𝑘𝑔/𝑚;] is the density of the fluid magma and 𝐿 = 4 × 10l	[𝐽 𝑘𝑔⁄ ] is the 

latent heat of solidification, 𝑇� = 1000	℃ is the magma solidus and 𝑇Õ = 1200	℃ is the magma 

liquidus.  Applying a top boundary condition of 𝑇(0, 𝑡) = 0	℃ and a moving bottom boundary 

condition of 𝑇(𝑍7a, 𝑡) = 𝑇� where 𝑍7a is the evolving sill intrusion depth, we have a thermal 

gradient of 𝜕𝑇 𝜕𝑧⁄ = (𝑇� − 𝑇(0, 𝑡))	/𝑍7a, which is plugged into equation 4 and 5 to determine 

the intrusion depth as: 

𝑍7a = 	
𝑁𝑢 × 𝑘 × 𝑇�

𝐹Ö𝜌5*𝐿 + (𝑇Õ − 𝑇�)𝐶5/
(6) 

For the example used here we assume the plume head is controlled by 𝐹Ö& =

15	cm/yr, 	𝑡& = 170 kyrs and 𝑐 = 210û2 𝜋⁄  kyrs followed by a plume tail of constant FÖ_ =

6		cm/yr thickening rate.  Extended Data Fig. 1a shows this example flux-time curve and 

Extended Data Fig. 1b shows the resulting variation of the intrusion depth given by equation 6.   

This sill intrusion depth along with the density structure and an assumed critical overpressure for 

initiation of eruptions ∆𝑃6 = 10 MPa 10,49,50, determines whether magma can extrude subaerially 

or is intruded within the crust.  We also assume that deepening of sill intrusions is taken to imply 

replacement of felsic continental crust with denser basaltic rocks.  This densification of the crust 

then affects the depth where magma in a sill can be erupted which is termed as ‘level of 

eruptibility’ (see main text). For extrusion to occur there has to be enough pressure in the magma 

sill to drive the magma to the surface. We assume that the pressure in the magma sill is just the 

overburden pressure: 
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𝑃;þ(𝑍7a, 𝑡) = � 𝜌6(𝑧, 𝑡)𝑔	𝑑𝑧
<2^

&
(7) 

where 𝜌6(𝑧, 𝑡) is the crustal density profile. We determine the magma eruptibility by whether the 

magma pressure head 𝑃¿(𝑧, 𝑡) at the surface (𝑧 = 0) is larger than ∆𝑃6 when sourced from the 

intruding sill at depth 𝑍7a, where  

𝑃¿(0, 𝑡) = 𝑃;þ(𝑍7a, 𝑡) −	𝜌5𝑔	𝑍7a	 (8) 

and this is equivalent to whether the overburden of the intruding sill is on average denser than 

fluid magma to an extent that: 

𝜌̅>? > 𝜌5 + ∆𝑃6/𝑔𝑍7a (9) 

Where 𝜌̅>? is the average overburden density.  

Flood basalt eruptions then could happen in two ways.  If the initial sills are deeper than 

the level of eruptibility then the condition is met so extrusion could occur. This might only 

happen when the initial magma flux is low and the intrusion is deep. Alternatively, a sill can 

move up to a depth much shallower than the level of eruptibility and then move downward as 

mafic magma in the sill cools and crystallizes.  The sill intrusion moves downward as the flux of 

magma wanes and so the heat released by the magma decreases (as indicated in Extended Data 

Fig. 1b). We assume that as the sill moves down it leaves behind intrusions with the density of 

solid basalt (𝜌�(𝑧)).  Now the overburden will be a mix of initial low-density felsic crust and 

higher density solidified basalt.  For a linear increase of initial crustal density with depth (Fig. 

2a) eruption can happen if: 

𝑍7a ≥
[𝜌�(𝑍7aÖ) + 𝜌�(𝑍7a) − 𝜌6(0) − 𝜌6(𝑍7aÖ)] × 𝑍7aÖ + 2∆𝑃6/𝑔

𝜌�(𝑍7aÖ) + 𝜌�(𝑍7a) − 2𝜌5
(10) 

where 𝑍7aÖ = 	 @Ô×A×â×
BØ� +.*|C(âÝ-â×)ôD/

  is the minimum depth of the sill intrusions.  When this 

condition is met the magma pressure head at the surface is greater than ∆𝑃6, the critical pressure 
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for initiating an eruption.  Extended Data Fig. 1c shows how magma pressure head varies in 

time. Once the timing of the onset of eruptions is determined, the model predicts a CO2 

degassing flux given the assumed magma concentration and degassing efficiencies. Using the 

CO2 degassing flux as an input for the LOSCAR model we can calculate the global averaged 

atmospheric CO2 concentration (Extended Data Fig. 1d) and temperature changes (Extended 

Data Fig. 1e) with time relative the K/Pg boundary.  

A3-4. Multi-sill intrusion model 

Our multi-sill intrusion model builds upon previous numerical studies on the genesis and 

evolution of evolved crustal magmas 34,42. By accounting for heat transfer and mass advection 

during repetitive sill intrusions, such models can quantify changes in melt fraction and chemical 

compositions of the mantle plume induced magma that intrudes into the crust and mixes with 

crustal melts. As we are concerned with magma eruptibility rather than the chemical evolution of 

the system, our approach neglects chemical reactions of the magma and country rock.  We focus 

on how changes in crustal temperature and composition structures control the depth of sill 

intrusions and the density structure of the crust. 

We argue in the main text that the depth of sill intrusion is important for determining 

whether magma emplaces as intrusions or eruptions.  Some studies assume an initial intrusion 

depth and that subsequent sills are emplaced over, under or within the earlier sills 34,42. Other 

studies treat sill intrusion depths through time as stochastic processes 51,52.  As noted below, there 

is considerable evidence that the thermal structure of the crust has a large influence on the depth 

of sill intrusion.  It is also clear that sill intrusion alters the crustal temperature structure and so 

can lead to an evolution of sill intrusion depths.  Because crustal thermal structure does not 

respond instantaneously to changes in magmatic heat input, we derive a time dependent model 
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that includes diffusion and advection of heat as described by equation 1. Before describing that 

model, we briefly review some recent studies for sill intrusion.  

One of the most discussed ideas about sill opening depth is that magmatic sills form at 

the ‘level of neutral buoyancy’ (LNB) 53. This model assumes that crustal density increases with 

depth and that magma pools at the LNB where the country rock density equals the magma 

density.  This works in analog laboratory models only if the ‘crustal’ material has negligible 

strength. However, many observations are at odds with the LNB concept (see 54,55 and references 

therein). For example, this idea was tested by Hooft and Detrick 28 at mid-ocean ridges where 

seismic observations are of sufficient quality to determine the density structure above the magma 

filled sills. They showed that the sills were located deeper than the LNB and they suggested that 

the strength of cold crust may be important. Some other studies imaged sill intrusions within 

lower density sedimentary basins which situate shallower than the LNB (e.g. 56 and references 

therein).  

Some previous workers focus on the effects of mechanical strength changes across layers 

which deflect a dike into sills and hence the sill intrusion depth is determined by the location of 

the layer boundary 54,57. A recent analogue model study summarizes that buoyancy pressure from 

density contrast between host rock and the injecting fluid, rigidity contrast and lateral 

compression are the major controls on formation of sills 58. Menand 54 reviewed existing models 

for sill emplacement depths as controlled by four major factors: (1) the buoyancy pressure due to 

the density contrast between host rock and injecting fluid, (2) the rigidity contrast between strata, 

(3) the rheology control between warm ductile material and cold brittle material, and (4) rotation 

of deviatoric stress. These four factors can be further grouped into two major effects: either from 

buoyancy driving pressure controlled by density structures or effective resistant strength 
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structure controlled by rigidity, rheology or stress state. All these factors are functions of 

temperature which makes sill intrusion depth strongly dependent on thermal structures. 

Morgan and Chen 59 were the first to suggest that temperature was critical in controlling the 

depth of magma lens at mid-ocean ridges. A recent three-dimensional numerical modeling study 

of magma intrusion into the continental crust indicates that rheology and temperature of the host 

rocks are the key controls of how magma is emplaced 60. Parsons et al. 61 first suggested that at 

large rheology contrasts where lower viscosity ductile layers are adjacent to higher viscosity 

elastic layer, the least principal stress can be rotated vertically due to horizontal dike opening. 

This rotation of the least principal stress can arrest upward dike propagation and induce lateral 

sill intrusions. Similar behavior of dike arrest is described by 62 for rifts where lithosphere-

cutting dikes stop when the ‘driving pressure’ (magma pressure minus lithospheric stress normal 

to the dike wall) is too small. This idea has also been used to explain analogue model results 

showing that horizontal compressive stress can modify the path of fluid crack from vertical to 

horizontal 63.   

Here, we assume that sill intrusion depth evolves with the thermo-mechanical state and 

density structure following previous studies of effects of thermal and stress states on sill 

formations 59,61.  For a column of magma rising through crust with density that increases with 

depth, the magma overpressure (magma pressure minus lithostatic pressure define here as 

driving pressure 𝑃)) will be greatest at the level of neutral buoyancy. However, if the rocks are 

cold and strong at this depth the magma should not be able to force a sill to open.   We estimate 

the resistance to sill opening as resistance pressure (𝑃¶).  𝑃¶ depends partly on the host rock 

temperature in that it controls whether magma will freeze before the sill intrusions can be open. 

𝑃¶ depends also on the composition and temperature controlling horizontal stress (𝜎¿(𝑧, 𝑡)) 
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which acts normal to the vertical dike opening wall, because it controls where a vertical sill 

feeding dike is stopped due to smaller driving pressure relative to that of the horizontal 

compressive stress.  We assume that a sill opens where the breakout pressure (𝑃þÿ = 𝑃) − 𝑃¶), 

namely the difference between the driving pressure 𝑃) and the resistance pressure 𝑃¶ is the 

largest as the maximum breakout pressure (𝑃þÿ(𝑍7a) = 𝑃þÿÖ) (Extended Data Fig. 2).  

The driving pressure for sill intrusion is computed by integrating density difference 

between the fluid magma 𝜌5 and the country rock 𝜌6 along a vertical melt migration conduit 

upward from the Moho level reservoir: 

𝑃)(𝑧) = � *𝜌6 − 𝜌5/𝑔	𝑑𝑧
º

<ØEFE

(11) 

This neglects any viscous pressure changes due to flow of the low viscosity primitive magma. 

For the driving pressure 𝑃), although the density difference between fluid magma and mantle 

country rock can be large, we assume the magma generated from the mantle plume gains 

negligible pressure head as it percolates through the low permeability melt channels in the upper 

mantle. Magma is assumed to then accumulate in the Moho-level magma reservoirs similar to 

that of previous studies of continental intrusions 25,26,55. 

The resistance pressure 𝑃¶ comes from two parts, namely, the thermal arrest pressure 𝑃âG 

and the remained (un-relaxed) dike opening induced horizontal compressive stress 𝜎¿. 𝑃âG is the 

required magma pressure for sustaining a thin but laterally wide sill intrusion. We estimate this 

pressure following previous ‘thermal entry’ length calculations 64,65, which consider the pressure 

needed to drive magma to flow a long distance before freezing.  Here, we assume a sill of 

thickness 𝑤 = 1 meter and a flow distance 𝑅5º = 200 km before the magma fully freezes.  The 

magma propagation in such a sill is assumed to be simplified as a thin channel flow with an 

average velocity of: 
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𝑢! =
𝑤�

12𝜂Ö
𝑑𝑃
𝑑𝑥

(12) 

where pressure gradient 𝑑𝑃/𝑑𝑥 = 𝑃âG/𝑅5º, assuming stable source pressure of 𝑃âG 66 and 𝜂Ö =

100	𝑃𝑎 ∙ 𝑠  is the assumed viscosity for fluid magma following 67. Then the thermal arrest 

pressure 𝑃âG to drive a high aspect ratio thin channel sill intrusion before it freezes is: 

𝑃âG =
192 × 𝜅 × 𝜂Ö × 𝑅5º� × 𝜆�

𝑤< (13) 

where 𝜅 is the thermal diffusivity. The freezing distance 𝑅5º = 𝑢!𝑡5º is calculated assuming a 

freezing time  𝑡5º = 𝑤�/(16𝜅𝜆�), which is the approximate time for a thin channel fluid magma 

flow with thickness of 𝑤 to freeze and 𝜆 is a dimensionless parameter determined by temperature 

of the country rock at the sill intrusion depth 𝑇(𝑍7a) 65,68 and is expressed in an implicit function 

only solved numerically:    

𝜆 =
exp(−𝜆	�)

𝜋
_
�𝑆

ª
𝜃

𝑒𝑟𝑓𝑐(−𝜆) −
1 − 𝜃
𝑒𝑟𝑓𝑐(𝜆)«

(14) 

Where dimensionless solidus temperature 𝜃 = [𝑇� − 𝑇(𝑍7a)] [𝑇Õ − 𝑇(𝑍7a)]⁄ , and the Stefan 

number 𝑆 = 𝐿/[𝐶5(𝑇Õ − 𝑇(𝑍7a))], where 𝑇� is the solidus temperature and 𝑇Õ is the liquidus 

temperature, here taken to be the intrusion temperature. 

A vertical dike is assumed to propagate quasi-periodically upward to feed sill intrusions 

from the magma reservoir at the base of the crust.  As the dike opens it induces an instant elastic 

increase in the lateral compressive stress.  If the dike freezes in cold and strong crust that 

behaves mainly elastically, the compressive stress increase can remain for a long period of time 

and this should inhibit vertical propagations of later dikes.  If the dike intrudes and freezes in 

hotter and lower viscosity crust, the initial increase in lateral compressive stress can be 

effectively relaxed between dike events.  Following the model of Parsons et al., 61 that a sill can 
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form at brittle-ductile transitions, we calculate the second part of the model resistant pressure as 

the temporally variable horizontal stress 𝜎¿(𝑧, 𝑡) induced by a dike opening. Assuming the crust 

behaves as a Maxwell viscoelastic material 66 with laboratory constrained properties 69,70 we can 

estimate the amount of stress relaxation between intrusion events as functions of temperature and 

assumed composition. When a dike propagates vertically and opens laterally with pressure 

distribution of magma driving pressure 𝑃)(𝑧), it induces a compressive horizontal stress 

𝜎¿(𝑧, 𝑡 = 0) = 𝑃)(𝑧), which relaxes quickly at low viscosity regions. During the quasi-periodic 

intersessions of Δ𝑡 (on the order of a few thousand years depending on the magma flux) between 

intrusions, this initial dike induced horizontal compressive stress 𝜎¿(𝑧, 𝑡 = 0) relaxed to 

𝜎¿(𝑧, 𝑡 = Δ𝑡) following a Maxwell relaxation stress relation 66: 

𝜎¿(𝑧, 𝑡 = Δ𝑡) = 𝜎¿(𝑧, 𝑡 = 0) exp K−
𝐸Δ𝑡
2𝜇 L

(15) 

where the assumed Young’s modulus 𝐸 = 30	𝐺𝑃𝑎 44, and the strain rate independent viscosity of 

the country rock 𝜇 is calculated according to 43 with the power n = 1: 

𝜇 = (3𝐴)-_ × exp K
𝑄

𝑛𝑅𝑇(𝑍7a)
L (16) 

where A is an empirical lab-determined viscosity pre-factor, Q is the activation energy, R = 

8.314 [𝐽/(𝑚𝑜𝑙 ∙ 𝐾)] is the gas constant. For upper crust, we use lab constrained equivalent 

Newtonian flow rule with A = 0.0052 [𝑀𝑃𝑎-_𝑠-_] (calculated from 2 3⁄ ×1.57×(1e-3)× 50&.<_) 

and Q = 131500 [𝐽/𝑚𝑜𝑙] 69. For the lower crust, for simplicity, A is scaled from the upper crust 

value to be 5 orders of magnitude smaller and hence the resulting viscosity is 5 orders of 

magnitude higher given the same temperature. For the 2 km of upper mantle, we apply lab-

constrained Newtonian rheology from ref. 70 where the equivalent A = 0.0006̇ [𝑀𝑃𝑎-_𝑠-_] 

(calculated from 2 3⁄ ×1e6× (1𝑒4)-; × 1000	) and Q = 339000 [𝐽/𝑚𝑜𝑙]. For solidified magma, 
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we assume its A value to be 5 orders of magnitude larger and hence the resulting viscosity is 5 

orders of magnitude lower than the mantle given the same temperature. To prevent numerical 

localizations of sill intrusion at a specific grid, 𝑇(𝑍7a) is approximated with an average 

temperature of the country rocks near 𝑍7a within a thermal diffusion length during one numerical 

time step of 1 Kyrs.  

The initial vertical crustal temperature profile is taken to be piece-wise linear with the 

initial upper crustal thermal gradient 𝑑𝑇/𝑑𝑍(0~20	𝑘𝑚) 	= 		40	[𝐾/𝑘𝑚] and lower crustal 

thermal gradient 𝑑𝑇/𝑑𝑍(20~40	𝑘𝑚) 	= 		15	[𝐾/𝑘𝑚] (Fig. 3). The magma supply flux (Fig. 4a) 

is assumed with 𝐹Ö& = 15	[cm/yr], 	𝑡& = 170 [kyrs] and 𝑐 = 90û2 𝜋⁄  [kyrs],  𝐹Ö_ = 3 [cm 𝑦𝑟]⁄ . 

Numerically, the heat equation 1 is discretized into a one-dimensional array of grids, and is 

solved by forward finite difference methods. We apply a semi-Lagrangian Crank-Nicolson 

algorithm 71, which is coupled with one-half backward implicit step 72 to damp the Crank-

Nicolson error oscillations introduced by sharp temperature corners from sill intrusions. As noted 

above, the average effect of hydrothermal circulation is simulated by increasing the thermal 

diffusivity 𝜅 by a factor of 𝑁𝑢.  The efficiency of hydrothermal circulation should scale with 

crustal permeability and thermal gradient. Hence it should depend on the existence of 

interconnected cracks as well as the crustal thermal condition. Upper crustal thermal gradient and 

fracture events should peak around the time when the magma flux 𝐹Ö(𝑡) maximizes at 𝑡&. 

Hence, we assume 𝑁𝑢	 = 	25 from the surface to 20 km when 𝑡 ≥ 𝑡& and 𝑁𝑢	 = 	1 otherwise. 

Note that measurements from Yellowstone indicate up to 2000 mWm-2  of surface heat flux 22, 

which is nearly 30 times of that of normal continental crust of 65 mWm-2 66. 
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We determine the magma eruptibility by whether the magma pressure head at the surface 

(𝑃¿(0) = ∫ *𝜌6 − 𝜌5/𝑔	𝑑𝑧
&
<2^

) is larger than the critical pressure (∆𝑃6) for initiating an eruption 

when sourced from the intruding sill at depth 𝑍7a: 

𝑃¿(0) > ∆𝑃6 (17) 

This is equivalent to considering whether the average density of the overburden of an intruding 

sill is larger than the density of fluid magma to an extent of equation 9. During the initial phases 

when the sill is deep or when the crust densifies due to sill intrusions, magma driving pressure at 

the surface 𝑃)(0) can be positive, which means magma from the Moho reservoir has the 

potential to erupt. However, we do not count major phase of flood basalts eruptibility when 

magma is sourced from the Moho reservoir during the early phase of an LIP emplacement 

because the pressure head should be consumed by lateral sill intrusions into the initial weaker 

and lower density crust before magma can reach the surface. We do not consider viscous 

resistances for sill or dike intrusions as they are negligible compared to the thermal arrest 

resistance from sill intrusions 67. We also neglect temporal variations in elastic overpressure from 

the magma reservoir which can be responsible for finer time scale hiatuses in magma eruptions 

25,26.  

 We also include in the supplementary information with four videos of the multi-sill 

intrusion model that illustrate in detailed the changes in crustal density, temperature, pressures, 

viscosity and sill intrusion depths due to 420 Kyrs (about half of the total model time) of sill 

intrusions. The model determined onset of major phase of flood basalt eruptions is at 408 Kyrs. 

Video 1 shows the crustal densification process for comparison to the data in Fig. 2F. Video 2 

presents the crustal temperature and pressures evolution. Note that for the assumed rheology 

parameters the thermal arrest resistance pressure has the dominate effect on controlling sill 
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intrusion depths when the sills are moving upwards into weak lower part of the upper crust, but 

the dike related stress change becomes important during the sill-deepening phase (starting ~175 

Kyrs) as the sills open into stronger mafic intrusives. Video 3 shows the variations in 

temperature and viscosity structure resulted from the assumed lab-constrained rheological 

parameters. Video 4 includes changes in sill intrusion depth, temperature, magma overpressure, 

magma breakout pressure and magma overpressure if sourced from the intruding sill. With our 

model formulation, the intruding depth is determined by considering both the density structure 

and the thermo-mechanical conditions and hence is not always at the level of neutral buoyancy.  
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Data availability:  For Fig. 1, global temperature change data are from ref. 7 (DOI: 

10.1126/science.aay5055) and Deccan Trap extrusive flux data are converted from ref. 4 (DOI: 

10.1126/science.aav1446). For Fig. 2, Seismic velocity data are converted from refs. 16,30.   

Code availability: All codes for our numerical calculations are available from X.T. upon 

request. 
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Extended Data Fig. 1 | Example of the steady-state analytic model results as functions of time relative to the 

Cretaceous-Paleogene (K/Pg) boundary. a, Assumed Gaussian sill opening flux in terms of magma volume flux 

per unit area of the sill. b, Sill intrusion depth for the melt flux of (a) and the thermal energy balance of equation (6). 

c, Magma pressure head at the surface sourced from the intruding sill. Magma eruption is possible when this 

pressure equals to the critical pressure ∆𝑃6 at around K/Pg. For this case, magma flux from -400 kyrs to 0 kyrs is 

intruded. d, global averaged atmospheric CO2 concentration with time predicted by the LOSCAR climate model.  e, 

global temperature change predicted by the LOSCAR model along with the extrusive flux with time to compare with 

the observation in Fig. 1.  
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Extended Data Fig. 2 | Schematic illustrations for magma overpressure Pd, resistance pressure Pr and magma 

breakout pressure PBK for determining sill intrusion depth Zin.  

 

Supplementary Information Video 1 | Video for modeled changes in crustal density due to evolving sill 

intrusions. Model time is shown at the upper left. Green line shows the extent and value of the averaged overburden 

density. Purple line shows the evolving crustal densities due to sill intrusions. The red dot indicates the sill intrusion 

depth and the magma density. The dashed grey line shows the initial crustal density profile. 
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Supplementary Information Video 2 | Video for modeled changes in temperature and pressures due to 

evolving sill intrusions. Model time is shown at the upper left. Left panel: temperature changes due to sill 

intrusions. The blue and red dashed lines indicate magma solidus and liquidus respectively. Right panel: changes in 

pressures due to sill intrusions (initial condition and legends are shown as the figure above: the dashed grey line is 

for the magma overpressure (driving pressure Pd). The green line is for the resistance pressure Pr. The dashed red 

line is for the magma breakout pressure PBK. The solid red line is for the magma overpressure if sourced from the 

intruding sill. Red dots indicate depth of sill intrusions).  

Supplementary Information Video 3 | Video for modeled changes in temperature and viscosity due to 

evolving sill intrusions. Model time is shown at the upper left. Left panel: temperature changes due to sill 

intrusions. The blue and red dashed lines indicate magma solidus and liquidus respectively. Right panel: the dashed 

grey line is for the initial viscosity. The solid line is for the evolving viscosity structure. Red dots indicate depth of 

sill intrusions. 

Supplementary Information Video 4 | Video for modeled changes in sill depths, temperature and magma 

pressures due to evolving sill intrusions. Model time is shown at the lower left. Top panel: sill intrusion depth 

given the melt flux with time. Lower left panel: temperature changes due to sill intrusions. The blue and red dashed 
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lines indicate magma solidus and liquidus respectively. Lower right panel: the dashed grey line is for the magma 

overpressure (driving pressure Pd). The dashed red line is for the magma breakout pressure PBK. The solid red line is 

for the magma overpressure if sourced from the intruding sill. Red dots indicate depth of sill intrusions. 
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